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Co-Chairs’ Foreword - The Role of Data in AI 
 
The Global Partnership on AI (GPAI) was founded with a mission to “support and guide the 
responsible adoption of AI that is grounded in human rights, inclusion, diversity, innovation, 
economic growth and societal benefit, while seeking to address the UN Sustainable 
Development Goals (UN SDGs)” and “facilitate international project-oriented collaboration in 
a multistakeholder manner with the scientific community, industry, civil society, international 
organizations, and countries”. 
 
When we were invited to become the Co-Chairs of the Data Governance Working Group, we 
were delighted to be asked to support this mission. We welcomed its focus on practical 
impact, and recognised that good data governance - collected, used and shared in responsible 
and trustworthy ways - will be foundational to this ambition and many of GPAI’s future 
projects. 
 
That is why we were excited to commission the Digital Curation Centre and Edinburgh 
University’s School of Informatics alongside Trilateral Research as a consortia to help identify 
concrete areas for international collaboration, including areas where more data would be 
useful – such as specific, open, datasets that could be worthy of further support – and where 
harms arise due to the collection of or access to data. The team acted independently from the 
Working Group, but consulted its members, as well as its Steering Committee, in the course 
of its mandate.  
 
The report provides a deeper investigation into many of the areas discussed in the Working 
Group’s Framework and has been produced in parallel in preparation for the Summit. It 
reflects the technical and legal expertise of the consortia, and its recommendations - 
highlighting specific initiatives that could advance GPAI’s mission - will help inform the next 
phase of the Working Group’s work as we identify projects and programmes of work that align 
with GPAI’s mission, and could be funded by GPAI’s members and in partnership with others. 
 
The Working Group has a mandate that aligns closely with GPAI’s overall mission: to “collate 
evidence, shape research, undertake applied AI projects and provide expertise on data 
governance, to promote data for AI being collected, used, shared, archived and deleted in 
ways that are consistent with human rights, inclusion, diversity, innovation, economic growth, 
and societal benefit, while seeking to address the UN Sustainable Development Goals.”  We 
thank the Digital Curation Centre, School of Informatics and Trilateral Research for their 
dedicated work and contribution to the practical realisation of that vision. 
 
 
                              Dr. Jeni Tennison                 Dr. Maja Bogataj Jančič 
 Vice-President and Chief Strategy Adviser       Founder and Head 
                            Open Data Institute   Intellectual Property Institute 
  

Co-Chairs of the Data Governance Working Group 
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Executive Summary 
  
This is the final report of the project The Role of Data in AI, which was commissioned by the 
Data Governance Working Group (WG) of the Global Partnership of AI (GPAI). The overarching 
aim of the project was to highlight and describe the role of data in AI development processes 
and identify key challenges related to data data quality, accessibility and availability. We also 
describe the impact these challenges have on AI development, at societal and individual 
levels. 
 
The Role of Data in AI project ran between 17th September - 7th December 2020 and was led 
by the Digital Curation Centre, with project partners Trilateral Research and School of 
Informatics, The University of Edinburgh. The report is based on a review of literature and 
consultation with expert members of GPAI and the Data Governance WG through a series of 
three workshops and weekly meetings.  
 
The first three sections of the report describe the role of data in AI development as well as 
key types of data that are used and their characteristics. It highlights the importance of having 
vast amounts of good quality data for AI development for best results and how data 
limitations can lead to poor results, which can have negative impacts on society and individual 
rights. Section 5 goes into more depth and examines data-related issues emerging from the 
collection, process and use of data in AI and offers a wide mapping of important issues to 
inform the further developments of AI creation. It provides a brief examination of the impact 
of access to datasets and use of different types of data for the creation of AI.  
 
Section 6 outlines the impact of the law on access to and availability of data, indicating the 
complexity, challenges and risks of global privacy or IP legal regimes. It concludes that 
establishing concrete rules to govern data sharing among public and private actors can benefit 
the development of AI and increase the flow and availability of data. These actions will 
however take concerted efforts from policy makers and legislators to be realised. 
 
Section 7 draws on three case studies to examine context-specific data challenges in three 
fields: Development of Human Language Technologies, AI for Pandemic Response and the use 
of AI in the Criminal Justice System. Although these cases differ, and subsequently the 
challenges data poses, there are important issues that have been identified across the three 
examples outlined. The lack of access to data, data availability and quality can have far 
reaching harmful impacts, ranging from lack of available services in communities’ native 
languages to racial bias in sentencing. AI has great potential to assist in response to 
pandemics, due to its ability to analyse vast amounts of data in short time; however, as the 
case study shows, lack of quality and harmonised data has hampered the ability to utilise AI 
to its full potential in the current response to COVID-19. 
 
Many of the challenges identified in the report can be mitigated or overcome through data 
governance and the report concludes with recommendations to the Data Governance WG on 
priority areas to work on their ongoing work within GPAI, with  a focus on data quality, access 
and availability, to ensure that the benefits of AI can be more evenly realised across the globe. 
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This report was prepared by staff of the Digital Curation Centre, Trilateral Research and The 
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on 26th November 2020. 
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1. Introduction 
 
‘The availability of data is essential for training artificial intelligence systems, with products 
and services rapidly moving from pattern recognition and insight generation to more 
sophisticated forecasting techniques and, thus, better decisions. [...] Moreover, making more 
data available and improving the way in which data is used is essential for tackling societal, 
climate and environment-related challenges, contributing to healthier, more prosperous and 
more sustainable societies.’ (European Commission, 2020:2-3) 
 

This report on The Role of Data in AI is written for the Data Governance Working Group of the 

Global Partnership on AI (GPAI). The WG has the mandate to ‘collate evidence, shape 

research, undertake applied AI projects and provide expertise on data governance, to 

promote data for [Artificial Intelligence (AI)] being collected, used, shared, archived and 

deleted in ways that are consistent with human rights, inclusion, diversity, innovation, 

economic growth, and societal benefit, while seeking to address the UN Sustainable 

Development Goals.’1  

As part of the group’s work, this report was commissioned to highlight the importance of data 

for AI, and how unavailability and lack of accessibility to good data sources negatively impacts 

on the development of AI applications. AI is currently being used to accelerate progress in vital 

fields such as health, agriculture, finance and transport. For AI to succeed in furthering 

development evenly across areas and regions, good data sources are vital.  As of yet, data 

gaps still exist, and where data is available, there may be challenges with access and/or data 

quality can be poor.   

The report is based on findings from a literature review and results from three expert 

workshops held with the Data Governance WG in October and November 2020. Extensive 

scoping and review of literature from academic, grey and government sources was carried out 

to illustrate the role of data in AI and highlight the current key challenges with regard to data 

governance, access and availability. The review was also focused on finding best practices and 

work currently being undertaken internationally to overcome these challenges.    

The report presents an analysis of the challenges and provides recommendations and 

examples of best practices to assist the Data Governance WG, as part of GPAI, in their ongoing 

mission to support good data governance for AI projects and systems.  

 
This report is divided into 7 main sections: 

 
Section 2: Outlines key steps in the use of data from AI development from data 
collection/creation to preservation/deletion. 
 
Section 3: Describes the main types of data that are used for AI development and how the 
availability of data types influences AI development. We also look at how the specific 
requirements of AI can play a role in the demand for certain types of data. 
 
Section 4: Describes the important characteristics of data that influence the process or 
outcome of AI development. This section explores the concept of data quality and illustrates 
its importance for the development of relevant and unbiased AI technologies. 

 
1 See Foreword to this report. 
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Section 5: Examines the impact of unequal access to datasets and use of different types of 
data for the creation of AI. Benefits as well as potential harms on socio-ethical, economic, 
environmental and legal levels are identified and discussed. 
 
Section 6:  Discusses the impact of the law on the access to and availability of data in the 
creation, development and employment of AI indicating the complexity, challenges and risks 
of global privacy or IP legal regimes.  
 
Section 7: Carries on the discussion of characteristics with a focus on describing data quality 
and data challenges in three case studies of AI development: Development of Human 
Language Technologies for Under-Resourced Languages, Development of AI for Pandemic 
Response and Use of AI in the Criminal Justice System. This section further illustrates and 
provides recommendations on how good data management can assist with mitigating these 
challenges. 
 
Section 8: Draws on work in the previous sections to present a set of recommendations to the 
Data Governance Working Group on how to further data governance for AI data to drive 
standards around data quality, discoverability, availability and accessibility.  
 
 

 
 
 
  



9 
 

2. AI Development and the Role of Data at Each Step 
 
This section will outline key steps in the use of data for AI development, from the perspective 
of a project creating a new AI product, from data collection to preservation or deletion. It will, 
at each step, offer insights into data related challenges and offer examples to further describe 
the processes and any barriers faced by AI developers.  
 
Building an AI system typically involves sourcing large amounts of data and creating data sets 
for training, testing and evaluation, and then deployment. This process is iterative  in the sense 
that it may require several rounds of training, testing and evaluation until the desired outcome 
is achieved and data plays an important role at each step. This report will not go into the 
details of the inner workings of an AI system but follow the journey of the data through the 
system development cycle. 
 
2.1 Data collection and creation 
The first step in building an AI system is considering the problem it has to solve. Data 
availability will have a major impact on how the system is assembled and what AI techniques 
will be used. The quantity and quality of data available will have an impact on the quality of 
the final product. In this sense, one can argue that data availability (whether data exists) and 
accessibility (whether data is accessible) are the main driver behind development of products 
that use AI technologies.  

AI is used in many products that have a positive impact on the quality of life, for example, 
speech technologies, tools for trading and investment, development of medicine, law 
enforcement, environmental forecasting, products such as self-driving cars, etc. 
Unfortunately, lack of access to data in certain domains can potentially result in the 
entrenchment of inequalities or under-representation of particular groups or communities. 
For example, lack of data in most of the world’s languages means that most speech 
technologies are overwhelmingly available in European languages (Besacier, 2014). Many 
communities lack access to important developments in health, education, public services and 
finance, which serve to further amplify existing inequalities and create new ones. 

Sourcing data can be very difficult, and many projects must create a data corpus from scratch, 
which can be costly. Crystal (2000) estimates that producing data for speech technologies in 
a language can cost $80,000.2 Organisations that undertake such investment on data creation 
may be reluctant to share it for free and this impacts on overall data accessibility for AI 
development. Academic institutions are typically more open to sharing the data they collect 
as increasingly this is a requirement associated with research supported by public funds. 
However, they tend to operate on inside knowledge about the latest research in their field, 
and data may not be discoverable by external developers as data sources are often not 
centralised and findable. In some fields, cost savings can be a driver for building data sets. For 
example, AI tools may be more efficient than humans at diagnostics based on medical imaging 
so investing in a data set of images may be very cost-effective in the long term. 

Given that recent innovation in AI has been largely data-driven, this has also resulted in a data 
economy. It is important that data is available to both academic researchers and businesses, 
as both sectors do valuable work in the field. However, it is estimated that “the big 5” (Apple, 
Amazon, Facebook, Google, Microsoft) have a combined value of 6 trillion USD (Scelata et al, 
2019). There are concerns that oligopolies, or even monopolies, are emerging in certain areas 

 
2 We note that this amount will be depending on the availability of data, which varies considerably between 
languages, as well as cost of digitisation, community and government support. 
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(Moore, 2019). Users (data contributors) are typically asked for permission, by signing privacy 
agreements, nonetheless criticisms around transparency in this area are longstanding as it is 
not always clear to users what the data will be used for. Data protection and privacy legislation 
and regulation in countries across the globe has been passed to address these issues and we 
will revisit this in section 5. 

Data misuse must be prevented to maintain public trust in AI systems and the decision-making 
it informs. In addition to legal protection, the public should also be provided with digital 
education, including information on data ownership and about AI as a science, in general. 
Public involvement is valuable in building data corpora. For example, people have donated 
voice recordings to public data corpuses, which are extremely valuable in building speech 
technologies in a variety of languages. Another valuable example of public data input is 
through the use of track and trace applications to enable authorities to build intelligence on 
the spread of the COVID-19 pandemic. 

2.2 Data organisation/refinement  
Once it has been established what data is available for a project, the next stage involves 
refining the final product by assessing and deciding whether further data is needed. 

For example, to create a speech synthesis system, at a very minimum the developers require 
a pronunciation lexicon, text script and recorded sound files, which can be used to create a 
voice. They must decide if the data measures up to the goal. If the voice is intended for 
commercial sale, they may need to employ a voice talent to obtain better quality recordings. 
The good news is that open-source data are being built with crowd participation, such as 
Mozilla Common Voice (Wiggers, 2019). For certain purposes, it may be useful to collect 
publicly available text, audio-video files by automatically scraping them from the Internet, 
typically from various news media as well as social media. 

With respect to data, quantity does not necessarily equal quality. Of most importance is that 
existing sound data is of good quality, is representative and has good coverage, e.g. the script 
covers as much as possible of the lexicon and sound files cover as many sound sequences as 
possible (see more on data quality in Section 4).  

The next step is cleaning the data and getting it ready for training. This can be a time-
consuming process and it involves removing data that is likely to skew results, retaining 
enough noise in the data to avoid overfitting. It is important to get to know the data well and 
how to best organise it to enable learning. Not understanding how the data was put together 
and how it works with the processing models, will hinder the effectiveness of the AI system; 
for this, data provenance is essential as it allows developers to understand data origins and 
any changes it may have undergone during its lifetime.  

One problem that has received a lot of attention recently is bias, both in data and in 
algorithms. An example is the comprehensive study by Noble (2018) who describes in her 
book how search engines seem to have built-in biases against minorities. Another well-known 
example is Amazon’s recruitment system (Reuters, 2018) had more men marked as successful 
on their recruitment database, which means the algorithm learned they preferred to appoint 
men. It isn’t clear in this case whether the bias was down to the algorithm or the data, or both. 
Selecting data and getting it ready for processing (by adding labels, classes, etc) may reflect 
the biases of the people doing the work. These details have to be continuously fine-tuned. 
Getting data ready for processing can require a large amount of human intervention and pre-
processing. The consensus is that it takes 80% of time to collect and clean the data and about 
20% of time to analyse it (e.g. put it through machine learning processes). 
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2.3 Learning from data 
At this stage, data structures and algorithms work together to make predictions using various 
models for processing data. As well as its role as input data for AI systems, data also plays a 
vital role in training, validation and testing AI outputs. The Data Governance WG’s Data 
Governance Framework report outlines the need for different approaches to the governance 
of data, depending on whether it is used as training, validation and testing data (instrumental 
perspective), input or output data (data-specific perspective), and in the context of the wider 
data ecosystem. 
 
At this step of AI development, data is used to create a test set and a training set. Training 
data is the set of data used for an AI system to understand how to apply and refine whatever 
techniques it employs to produce results. The quality and quantity of training data is 
important as any deficiencies present in training data may result in unreliable outcomes, 
decisions, or output data. Of particular focus from the perspective of data governance is the 
potential for any biases present in training data to result in the development of AI systems 
whose processes or outcomes may serve to reinforce these biases in the results it produces, 
be that novel data or information that feeds into human-led decision making. Validation and 
test data are used, respectively, to iteratively evaluate the AI system’s operation (what it has 
learned from the training data), and to perform a final analysis on how well it performs its 
purpose, especially focused on the extent to which it is prepared to produce accurate results 
when ‘real-world’ data is introduced. 
 
It is worth noting two aspects here: 

● While the model training occurs, AI processes produce additional new data, 
potentially a large volume over time, which may need to be preserved (O’Leary, 2013). 
It also might be used for future training, and the decisions may influence the future 
behaviour of those it affects, creating a feedback cycle where previous behaviour of 
the AI system influences its future behaviour indirectly. 

● Biases in training data are often identified at this stage and rectified by adjusting 
various parameters, sometimes by reprocessing data or by modifying the algorithm 
(Sun, 2019). 

 
There is also pressure to build accurate predictive systems without using personal data, which 
may result in people using the wrong data and limit the amount of data available for training. 
Disaggregating certain data categories (e.g. gender, race) from processing may seem a good 
choice when building automatic decision making systems that perform tasks such as credit 
scoring tools, but including them may help identify patterns of discrimination in the first place. 
 
Finally, the continuing access to data is of critical importance in developing AI. In systems that 
employ machine learning techniques to produce results, ensuring that the results produced 
are accurate requires an interactive process of training and retraining. However, changes in 
the governance or regulatory environment may result in data no longer being made available 
to systems that previously relied on it (for instance, data subjects may withdraw consent for 
their data to be processed, or diplomatic relations between states may result in data-sharing 
agreements to become redundant). This can potentially result in a deterioration of AI 
performance and, in the longer term, a lack of trust in AI systems to perform the actions that 
developers intend. Standardised practices and more formal regulations need to address the 
potential sensitivity or brittleness of AI systems and algorithmic processes in the event of 
access to data being withdrawn or data becoming unavailable. 
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2.4 Evaluation 
Evaluation determines whether a system is ready for deployment or not. There are manual 
and automatic methods for evaluation. Manual methods include tasks performed by users, 
for example listening to an artificial voice and making a subjective judgement of how 
naturalness and intelligibility. Automatic methods include building statistics on various 
metrics, for example, Word Error Rate (WER)3 in machine translation or speech recognition 
systems. Usability tests (task completion, surveys, focus groups) will also be carried out but 
these are mostly an assessment of the user-friendliness of the interface rather than of the 
underlying AI system. 
 
One problem with assessing AI-based systems is that there are often no agreed industry 
standards on what constitutes good performance, for example, in natural language processing 
there is no agreement that a WER of 10% or less is good. Also, metrics don’t always correlate 
with the users’ assessment, they are often a reflection of the power of the algorithm. Manual 
and metric measurements can be complementary. For example, Toda et al (2004) made use 
of listeners’ subjective evaluations to adjust cost-functions in the unit selection algorithm (in 
speech synthesis). Furthermore, while it is relatively easy to assess the product, it is not so 
easy to assess the underlying AI system. There are general principles such as explainability, 
fairness and transparency but factors such as commercial sensitivity will make it difficult to 
enforce them.  
 
The ‘National Artificial Intelligence R&D Strategic Plan: 2019 Update’ (National Science and 
Technology Council, 2019) proposes a public-private collaboration to develop assessment 
criteria for AI systems based on standards and benchmark. Standards would govern the 
development of an AI system in terms of software engineering, performance, metrics, safety, 
usability, interoperability, security, privacy, traceability, and domain-specific standards. 
Benchmarks would be quantifiable measures of characteristics such as accuracy, complexity, 
trust and competency, risk and uncertainty, explainability, unintended bias, comparison to 
human performance, and economic impact. 
 
2.5 Retention/preservation of data sets 
Building data sets is very costly. It is therefore important to maximise their value by preserving 
them and as far as is possible, making them available for reuse. Making a data set available 
for further research and development activity may help keep it up to date as other 
researchers/developers are likely to contribute with new data. Data obsolescence is a 
problem in AI because accurate predictions cannot be made based on something which no 
longer represent reality. Wilkinson et al (2016) argue that other major drivers for reuse are 
cleanliness, accessibility and compliance with the FAIR4 (Findable, Accessible, Interoperable 
and Reusable) principles. Retaining and continuously improving data helps improve AI models 
and for monetising, repurposing and recombining data assets that build up over time (which 
can give rise to new applications or value chains). In some cases, retention will be required for 
auditing purposes. 

For data sets to be FAIR, good metadata (data about the data) is of key importance. In the first 
instance, for searching data, metadata should include the information needed so that the 
dataset can be discovered, fully understood and reused. For good quality data sets, data 

 
3 Word Error Rate (WER) is a metric used to measure performance of natural language processing systems. It 
measures the distance between the output sentence and a reference sentence at word level, by totalling the 
number of insertions, deletions, substitutions in the output sentence and dividing it by the total number of words 
in the reference sentence. 
4 See Wilkinson, M.D. et al. (2016) The FAIR Guiding Principles for scientific data management and stewardship, 
Sci Data 3, 160018 (2016). https://doi.org/10.1038/sdata.2016.18 
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provenance, i.e., information about its origins and any changes (version history and time 
stamping) it has undergone since creation should be logged so that any new users can better 
assess the data and decide whether it is fit for purpose.  

2.6 Deletion 
Technically the training data is not required for the model to keep functioning so the data 
could be deleted. The possibility that the algorithm may need re-training and the costs of 
processing data means data is rarely discarded, and it keeps growing. Considering the 
resources needed to store the vast amount of data created, and the environmental impact of 
this (see more on environmental impact in section 5) appraising and selecting data for deletion 
should be considered an important step (see more on deletion in Section 6). There are various 
legal obligations related to the retention of data.  An example of this is the European Union 
General Data Protection Regulation (GDPR 2020)5, particularly article 17, Right to erasure (also 
known as ‘the right to be forgotten’), which states that an individual can ask the data 
controller (the company that holds the data) to remove any personal records they may hold 
about them. The storage limitation principle, article 5(e) (GDPR 2020) states that data should 
not be kept for longer than necessary for the purposes of the project. It does not impose a 
time limit and it leaves it to the data controller to justify for how long they wish to retain the 
data. 

Erasing personal data can be complicated as deleting records will require re-training of the 
model, which can take days and is expensive (and damaging to the environment). Ginart et al 
(2019) outline methods for deleting (encrypting and excluding records) for models employing 
k-means clustering. Veale et al (2018) discuss the relationship between regulations and 
intellectual property rights over AI models. It raises the question whether personal data which 
was used to train the model is the same as the data generated by the AI model based on the 
personal data. It also shows that, even after deletion of a record, cyber-attacks (model stealing 
via API, model inversion, membership inference) can estimate the training data and/or reveal 
whether an individual’s records were part of the training. Deletion of data should be 
undertaken after appraisal and careful consideration. 

Conclusion 
This section has described the role that data plays at each step in a ‘typical’ AI development 
process. It has highlighted the importance of data and highlighted issues that AI developers 
must bear in mind when firstly selecting or creating data for the project at hand, how to 
iteratively evaluate the data along with the AI algorithms and models and ensure that 
sufficient data, and of good quality is used at every step. There are a variety of types of data 
used for AI development and specific criteria are used to assess their quality.  Both types and 
characteristics of the data, will influence how it is/can be used in AI development and what 
actions need to be taken to ensure that data is fit for use for development of a specific AI 
technology.  Section 3 will describe the key data types, while Section 4 will explain the concept 
of data quality and what characteristics data should have, to be considered as of good quality.  
  

 
5 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of 
natural persons with regard to the processing of personal data and on the free movement of such data, and 
repealing Directive 95/46/EC (General Data Protection Regulation), OJ 2016 L 119/1 
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3. Data Types Used in AI Development  
 
Part of understanding the role that data plays in AI development involves looking closer at the 
types of data that are used by developers. This section will set out the main types of data 
available and the states that they appear in. We will also touch on how the availability of data 
types influences AI development, as well as looking at how the specific requirements of AI can 
play a role in the demand for certain types of data.  

3.1 Data states  
.Complex algorithmic and AI systems are required to process the vast amounts of data 
produced as a result of the increase of internet-based technologies in areas such as stock 
exchanges and financial services, industry and manufacturing, telecommunications and 
transport, and healthcare, as well as all areas of academia. In turn, these AI systems produce 
their own output data or new information in the form of categorisations or predictions. The 
data required to train AI systems in these areas, and the data that AI systems in these areas 
produce, are hugely varied in form. Before looking at the types of data used in the 
development of AI and their sources, it is worth considering first the states that data can be 
found in. We will look here at what is meant by structured and unstructured data and put 
these in the context of AI systems. 
 
Structured data is data which is incorporated into a data model in order to standardise 
relations between data elements. In simpler terms, structured data is that which fits into a 
purposely designed, pre-defined structure. These models will generally have been designed 
with some particular goal in mind, for example, to store financial transaction receipts or to 
record the results of a controlled experiment, etc.; as such, structured data models can exist 
in many forms, from simple 2D spreadsheet arrays, to more complex relational databases or 
knowledge graphs. The key point is that the relationships between the elements in a 
structured dataset are defined by their position in relation to other data elements, with 
descriptions of the data and its meaning provided alongside the raw data (e.g. through 
metadata).  
 
In terms of AI, this type of structured data is of use in (but not restricted to) supervised 
learning or in AI with limited and reactive capacities, which respond to specific input data. 
Supervised learning is designed to infer or determine the relations between pairs in input and 
output data elements. In order for supervised learning AI to be trained to an adequate level, 
it relies on the availability of high-quality data, with studies showing that structured data 
employing recognised standards is needed to maximise the value of the large volumes of data 
now available in areas such as medicine and healthcare (Pinto dos Santos and Baeßler 2018; 
Wang et al. 2020). 
 
Unstructured data is data that is not organised according to any pre-existing data model. In 
general terms, what is considered ‘big data’ is unstructured data, at least in its raw form (see 
further discussion about big data in section 4.2 below). Unstructured data is unprocessed and 
is often generated by machine-led systems where the purpose of the data is not to answer a 
specific question; this includes, for example, social media posts, surveillance camera footage, 
or satellite imagery. As we can see from these examples, unstructured data can have its own 
internal structure, but what differentiates it from structured data is that the relationships 
between the data elements are often undefined. In addition, unstructured datasets require 
more (pre-)processing before they can be analysed or searched. 
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As the capabilities for gathering data has developed faster than the capabilities to analyse, 
more sophisticated AI systems are required to extract meaningful insight into unstructured 
data. Unsupervised learning is one technique used to gain insight in this area, whereby 
patterns and relations are identified in unlabelled and unstructured input data. This technique 
requires large amounts of training data and, though data used in unsupervised learning tends 
not to need as much human-led input in pre-processing and labelling, does require a ‘human 
in the loop’ at some stage(s) of development to test and verify the outputs. 
 
The labelling (also known as annotation) of data is a key part of pre-processing data to prepare 
it for ingestion or for training an AI system which employs supervised learning. Labelling data 
involves assigning a meaningful tag to each data element in order that it can be identified and 
contextualised. For example, to use the study from dos Santos and Baeßler, chest cavity x-rays 
were labelled, denoting whether each example showed a definite case of lung collapse, 
probable case, no case, etc. to train an AI system to identify the condition (Pinto dos Santos 
and Baeßler 2018). Labelling data is a potentially time-consuming process and, when dealing 
with large volumes of data, often involves significant human input (as outlined in a report in 
the New York Times; Metz 2019), though in some cases AI systems can be trained to apply 
labels to structured datasets given sufficient examples.  
 
Before moving on to look in more detail at data types used in AI development and their 
provenance, it is worth briefly considering how AI systems themselves play a role in the wider 
data ecosystem. In addressing the ways in which bias can manifest in AI systems, Ntoutsi et 
al. (2020) note that “algorithmic systems encourage the creation of very specific data 
collection infrastructures and policies”. As has been set out above, different types of AI 
systems and machine learning techniques require different types of data. Algorithmic systems 
may rely on and require very specific types of data to function; added to this is the fact that 
access to certain types of data is easier than others. This creates a type of feedback loop where 
the available data determines which type of AI system can be used, with this AI system in turn 
limited in the type of data can be used as input data (especially in the case of supervised and 
limited machine learning). Recognition of the different types and states of data used in AI is 
necessary for accountability not only in explaining the results of AI-driven decision making, 
but in setting out ethical and legal governance policies for data in AI. 

3.2 Data types  
Understanding the various types of data, the specific features of each in the context of their 
applicability to AI development, and their sources can enhance transparency and work against 
potential ‘black box effect’ (Information Commissioner’s Office (ICO) UK, 2017). This can also 
later help in any AI explanation tasks, in particular when it comes to (pre-)processing any data 
types, and should always be done in the knowledge that explanation of the AI model and its 
development may later be required. 
 
As set out in the GPAI Data Governance Framework, data can be “classified into different 
technical categories of data according to a number of different criteria.” We will look first at 
the main categories of data involving human actors in terms of their provenance (i.e. from 
where the data originates), in order to understand how each features in AI and how this 
impacts the longer-term availability of data for AI. Taking the lead from types of data set out 
in the Data Governance Framework report, the main types of data we will examine here are: 
 

● Provided data 

● Observed data 

● Derived data 
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● Inferred data 

 
In addition, we will look at two further types of data which relate to questions around data 
accessibility and governance. These are: 
 

● Reference data 

● Synthetic data 

 
Provided data: Provided data refers to information provided by individuals, specifically those 
who are aware that they are actively providing data about themselves. The provision of this 
can be voluntary (for example, in the form of social media posts, financial transactions, 
personal emails, etc.) or individuals can be compelled to give their data (for example, in the 
form of registration forms for governmental organisations, health records, job applications, 
etc.). Individuals will be aware that their data is intended for use for specific purposes, with 
consent often required by data controllers. Its collection for use for specific purposes means 
that this type of data is more often found in a structured form, with labelled data elements. 
However, access to this type of data by those developing AI systems has its limitations; access 
regimes for personal data are generally restrictive due to the high degree of identifiability of 
personal data and the risks associated with this.  
 
Observed data: Observed data consists of information gathered by observing actors or 
natural/technical phenomena in natural settings or environments. In research settings, the 
data generated by observational studies is collected with a view to using the sample 
observations to make general predictions or analyses of a wider population. In terms of 
observed data related to individuals outside of research settings, the degree to which an 
individual is aware of the collection of their data can vary. For certain activities, such as 
internet browsing or location activation on mobile devices, individuals may be aware that data 
related to these behaviours is being recorded. In other instances, individuals are less engaged 
or less aware that their behaviour is being observed and recorded in a digital form; examples 
of this include facial recognition software used in conjunction with CCTV footage or readings 
from sensor devices (movement sensors, light sensors, etc.). Depending on the context, 
observed data can be structured and unstructured; in addition, there can potentially be issues 
with data quality when contrasted with data generated in controlled research environments 
(Ross et. al. 2015). When involving data related to human actors, there are specific legal and 
ethical issues to be considered, especially in connection with the consent of individuals whose 
behaviours comprise a dataset which has been generated after a process or activity has 
occurred. 
 
Derived data: This is data which is obtained by processing or applying some sort of a 
transformation to data that has been published or otherwise made available from any of the 
above sources. The types of processing or transformations include subsetting, changing 
structure, analysing, mining, or creating statistical or algorithmic models. Combinations of 
new and existing data sources and data types is one of areas where the value of data can be 
realised, not just in the context of AI but in all other areas (Frontier Technologies, 2020). 
However, this also potentially increases the ethical risks in terms of the use and misuse of 
personal data and the applications of data in areas beyond its intended original use. 
 
Inferred data: This type data is generated by applying statistical or computational procedures 
to provided or observed data to produce data which can be used for predictive purposes. 
Though closely related to derived data, inferred data is more probabilistic in nature; derived 
data is more concerned with post-hoc pattern detection and categorisation (though it can be 
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used in later stages for prediction). Examples of inferred data, outlined by Abrams, include 
credit scores, likelihood of developing diseases, or creating targeted advertising (Abrams 
2014). As some type of processing or analysis is carried out an original dataset to produce 
inferred data, there is a loss of control on behalf of individuals over how any personal data is 
used; this risk is outlined in the World Economic Forum report: “Understanding how the 
proportions of inferred and observed data  are impacting the role of the individual is 
important to consider in policy formulation” (World Economic Forum, 2014). 
 
Reference data: Reference data is used to give structure or to categorise other data or 
datasets, or to provide context for other data. Reference data can be either static or dynamic; 
examples of the former include fixed data objects which are constant, such as mathematical 
constants, lists of country code abbreviations, units of measurement. Examples of dynamic 
reference data include data which is variable but fixed in terms of relation to other data 
objects, such as opening and closing prices in financial markets or aggregated census records. 
Reference data is by definition typically highly structured in form and requires low levels of 
pre-processing to be incorporated into any procedures requiring data manipulation. Its value 
to AI development is in its combination with other data types or in providing cross-domain 
mappings for homogenous datasets, i.e. facilitating the combination of one or more other 
datasets. 
 
As a sub-category of reference data important in enabling data sharing and reuse is metadata. 
Metadata is essentially information which provides the context for a given dataset. This can 
include information on provenance, data integrity tests, data formats, file size, etc. With 
respect to AI development, metadata is essential for the discoverability of datasets that can 
potentially be used in AI development. However, due to the specific requirements of AI 
systems, current protocols around the provision of metadata do not sufficiently address the 
applicability of datasets to AI development. For example, though a dataset’s metadata may 
contain information regarding the type, volume and source of the data it refers to, it will not 
contain information on the steps taken to eliminate bias or whether the dataset has been 
disaggregated by race, ethnicity, gender, etc. Attempts to address barriers to the 
identification of relevant datasets for AI will depend on the sharing and searchability of 
metadata, where specific standards and protocols ought to be developed to encourage the 
documenting of AI-relevant characteristics of datasets. 
 
Synthetic data: Synthetic data is all or in part artificially generated; that is, data that is not 
based on findings or observations based on real world phenomena, but on models and 
simulations of phenomena. Unlike the other data types outlined above, this data type is often 
initially produced by an AI or algorithmic system; it may also be produced by other methods, 
such as statistical or other data modelling that does not incorporate AI. This type of data can 
be used to inform decision making or predictions by human actors, or as a basis to inform 
further AI development, providing training or test data sets.  
 
AI or algorithmic procedures can potentially be involved in each step of development of 
synthetic data, from development of the model to produce the synthetic data, analysis of this 
data, and the reuse of this data to train, test, evaluate or validate other AI systems. The 
accuracy or reliability of simulation data is dependent on prior knowledge of the system of 
phenomenon which is being simulated (Kim et al., 2017). This gives rise to the potential risk 
that simulated data, though ‘correctly’ corresponding to the predicted outcomes of the 
simulation model, may contain errors or biases which may then be reinforced if used further 
as training data or as input data for another system.  
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Conclusion  
The increasing availability of all types of data is linked closely to the technological advances 
which has brought about the era of ‘big data’. Though technological advances have also 
fundamentally altered how data is produced in others areas (for example, as in experimental 
medical and biological research, where computing capacity has resulted in techniques for 
whole genome sequencing), the technologies that have produced social networking 
platforms, cloud computing infrastructures, commercial transaction records databases, and 
the Internet of Things, to name a few, have resulted in the ‘datafication’ (Cukier and Meyer-
Schoenburger, 2013) of all areas of human interaction. Though, as we have already 
mentioned, AI systems are dependent on the availability of data, there are ethical and legal 
ramifications of this proliferation of data which need to be addressed through proactive data 
governance, not least in the areas of data sovereignty and the rights of individuals over the 
use of their personal data. Issues with data quality and relevance, which will be explored in 
more detail in later sections, also play a role.  
 
As noted by Cai and Zhu (Cai and Zhu, 2015) however, big data quality is low in comparison to 
other types of data outlined above, generally unstructured, with the variety of structures and 
data formats adding to potential difficulty in integrating data from various domains. Though 
big data and any datasets derived thereof are potentially of high value, the greater the reward 
for having AI intervene in activities (i.e. automated driving, disease detection, etc.) the greater 
the risk of negative impact if measures are not taken to address issues resulting from 
substandard data governance protocols or the potential ethical pitfalls with different types of 
data. 
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4. Data Characteristics that Influence the Process or Outcome of AI 
Development  
 
This section outlines data characteristics that influence AI development and link to recent 
research and development from a range of fields. We will attempt to define data quality, 
outline the characteristics that comprise quality data in the context of AI development, with 
a specific focus on how data governance practices have a role to play in creating data that 
drives responsible AI.    

4.1 Data quality and data governance   
Quality data is crucial in all stages of AI development, and while certain types of AI are 
designed to deal with unstructured or low quality input data (e.g., due to size, timeliness, 
biased data and other factors as this section will outline), the quality of the data used in the 
development stages is of importance in order to reach the point of AI making accurate, valid 
and unbiased real world decisions. As of yet, there is no single definition of data quality and 
multiple approaches have been made in defining benchmarks for data quality (e.g., The 
Taxonomy of Dirty Data by Wong Kim et al. (2013) and Wakchaure et al. (2008) on algorithms 
measuring data quality for a criminal records database).   
   
There is however a consensus that the common denominator for quality data is ‘data that is 
fit for use’, meets specifications, requirements and expectations (Fürber, 2015). The literature 
on the topic of data quality groups characteristics by similarity or common attributes. In this 
regard, Wang and Strong (1996) define four categories of data characteristics, listed as 
‘intrinsic, contextual, representational and accessibility related’. Batini and Scannapieco 
(2016) define data characteristics in ‘clusters’ – the accuracy, completeness, accessibility, 
consistency and readability clusters. For the purposes of this report, the focus is on combining 
elements of the two dimensions and clustering approaches referenced above where there is 
relevance for AI development, while expanding to include FAIR data as well as sensitive data 
and the care to avoid bias. The following table summarises the characteristics that will be 
examined in this section. 
 

Grouping Characteristics 

Sensitivity Inclusion of protected characteristics and causal influences, 
identifiability of individuals, anonymisation, commercially 
sensitive data.  

Representativeness Bias in data collection (selection bias, exclusion bias, 
reporting bias, detection bias) leading to over or under 
representation 

Accuracy Objectivity, precision, reliability, validity, legitimacy, 
labelled data 

Completeness Timeliness, appropriateness, volume of data  

Accessibility FAIR data, open or closed data, Level of standardisation/ 
interoperability, access, security 

Coverage Geographical and temporal coverage, representational 
consistency 

 
The use and management of sensitive data may refer to personal or non-personal data. In the 
case of personal data, an important factor is the inclusion of protected characteristics, as 
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defined by the UN6. This term refers to ‘sensitive attributes’ such as gender, sexual orientation 
and identity, minorities and indigenous people, religion and disabilities, which may lead to 
bias or unfair discrimination (Silberg and Manyika, 2019). There are a number of 
considerations relevant to sensitive data: inclusion and correct level of representation (further 
explored  in section 5.3), bias elimination through both data management and algorithm 
development as well as the handling and security of sensitive data, which will be further 
examined in Section 7. 
 
Simply removing sensitive characteristics from datasets is not the solution to eliminating 
discrimination as algorithms can find proxy indicators to convey the bias; for example, values 
relating to race might be removed, but an individual’s post code already be associated with 
race (Bruno et al., 2017; Ntoutsi et al., 2020). An important step to bias elimination is being 
aware of such inferences due to ‘redundant encodings’ and locating and understanding these 
causal influences (Ntoutsi et al., 2020). Ultimately, an algorithm should be able to reach the 
same decision whether values related to race or gender are removed from the equation (and 
causal influences are not affecting the decision-making process). An exemption of this would 
be in cases of affirmative action, where fair decision making processes would require special 
attention given to minority communities (for example, in cases of government contracting 
where the intent is to assist those regularly affected by bias and discrimination - while still 
bearing in mind that this practice should not have significant repercussions for others (Xiang 
and Ho, 2020).  
 
Sensitive data can also refer to commercially sensitive data, defined as data of economic 
value that would be damaging to, for example, a business or other commercial entity if 
released (Rosenblum and Maples, 2009). This type of data is generally considered ‘less 
sensitive’ compared to personal data. However, it should be noted that from an AI 
development perspective, while bearing in mind the need for transparent AI, disclosing details 
on how the AI works might create vulnerabilities for AI developers and providers to their own 
commercially sensitive data - i.e., expose how the software works (ICO, 2020). Generally, 
complying with data protection regulations does not require disclosing sensitive information 
such as software code.  

4.3 Representativeness 
For an algorithm to work, the training data needs to be representative of the real-world 
demographic on which it will be used. Therefore, the first issue is underrepresentation of 
protected characteristics. A lot of discussion has been generated around bias in facial 
recognition and gender classification tools with the literature indicating varying degrees of 
algorithm accuracy for different demographic groups. Phillips et al. (2003) report that younger 
subjects and white males are more likely to be accurately recognised. A study by NIST using 
four datasets from different sources in the USA (justice system, immigration and border 
control) attempted to quantify the accuracy of facial recognition algorithms defined by sex, 
age, and race or country of birth (Grother, et al., 2019). The results indicated high rates of 
false positives (i.e. where faces of subjects were similar, there was false association of 
samples) in female, indigenous peoples, Asians and African American subjects. In contrast, 
where the algorithms were developed in China, the false positives on images of Asian subjects 
were significantly lower. This difference in algorithmic performance based on development 
location further stresses the importance of representativeness in training data used. Simply 
put, if the training and validation data is not representative of the real-world population, AI is 

 
6 Please refer to the UN guidance of protected characteristics for a comprehensive list: 
https://www.un.org/ruleoflaw/thematic-areas/human-rights/equality-and-non-discrimination/   

https://www.un.org/ruleoflaw/thematic-areas/human-rights/equality-and-non-discrimination/
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likely to fail to recognise them in real word applications, which risks amplifying existing 
inequalities.   
 
Overrepresentation of sensitive characteristics is the other side of this issue where bias can 
be introduced through the data collection and selection process. Criminal justice models and 
predictive policing algorithms are frequently used examples that illustrate the use of biased 
data. This is because specific neighbourhoods with high correlations for race are selected for 
training algorithms sampling - areas that are already known to the police officers - leading to 
further increase in policing in those areas, new crimes being observed and thus higher crime 
statistics as well as even higher policing levels (Silberg and Manyik, 2019; Lum and Isaac, 
2016). Bias in policing thus finds its way into the data and is further replicated and amplified 
in AI development in this field. It is worth noting that at the European level, the European 
Commission has made policy recommendations for use of data sets with broader 
representation in terms of gender and ethnicity (European Commission, 2020). However, in 
some instances the protected characteristics are not available to the organisation that needs 
to validate data to eliminate bias and in some jurisdictions it is illegal to collect data from 
specifically targeted groups, and it may be illegal to collect information on protected 
characteristics in order to assess the presence of bias in a dataset or algorithm.  
 
Another issue pertaining to sensitive data is that of anonymity and the identifiability of 
individuals when using or having a need to publish personal data. Preserving privacy has been 
a prevalent issue with the field looking at approaches based on generalisation – replacing 
personal values with less specific but accurate alternatives, in order to avoid the potential for 
linking neighboring quantifiers to specific individuals (Samarati and Sweeney, 1998). This 
endeavour extends beyond directly personal data (e.g. name, address) but also data that can 
reveal behaviours of individuals, such as movement data from mobile phone and GPS 
applications (Andrienko et al., 2009). Other privacy preserving endeavours are centred around 
the AI integration with Blockchain (Panda and Jena, 2020). Machine Learning models using 
medical data have examined anonymisation and differential privacy, introducing noise in a 
dataset while preserving outcomes (Gaur, 2020). COVID-19 has created the need for sharing 
data – for example, patient imaging data – while ensuring identifying characteristics are 
removed prior to sharing and processing (Ulhaq and Burnmeister, 2020) in order to conform 
to, for example, GDPR which poses limitations on global sharing of personal data.  
  
From a governance perspective, transparency in input, output and source code is of utmost 
importance (where possible); specifics of these concepts in practice can be more difficult to 
determine, especially where there are a number of stakeholders involved in data creation and 
use. Also, of importance is adopting auditing strategies (e.g., decision process as a black box), 
and having clarity on where the decision making and accountability lies (Lepri et al., 2017). 
Privacy risk mitigation when sharing data, as well as informing users of risks should be the 
responsibility of AI-based system developers and service providers (Findlater et al., 2020).  

4.4 Accuracy   
Accuracy of data refers to the reliability of information, the assumption that the information 
or value conveys the true state of the source, is factually correct and unambiguous (Cai and 
Zhu, 2015), while precision is the ‘closeness of agreement between test results’ (International 
Organisation for Standardisation, 1998). Accuracy of a given data value is measured by 
comparing to a known reference value. The degree to which accuracy can be ascertained 
varies and can depend on context or additional information in order to be verified. Curating 
data and evaluating accuracy often requires input from trained experts in the field as well as 
data curators.  However, in many instances verification and an assessment of precision is not 
possible, e.g., in the case of data corpuses consisting of social media posts.  
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The importance of data accuracy can vary depending on the field of research, application and 
the degree to which accuracy can be verified among other factors. Firstly, accuracy is often 
not easily discernible, and further data sources may be needed to supplement it – as is the 
case with social media data, where credibility serves as an additional qualifier (Cai and Zhu, 
2015). The intended outcome also defines whether accuracy is high priority or even of benefit. 
In an HR setting, where the system’s function is to detect bias in previous recruitment 
decisions, a dataset used for training consisting of accurate data is required. Where the 
intended outcome is a fair recruitment process, using this dataset of historical decisions for 
AI training could result in biased decisions (see: GPAI Data Governance Framework).    
 
Objectivity and credibility of data can also depend on whether data is raw or interpreted. An 
example from the medical field where raw data is encoded in order to translate into billing 
codes indicates that despite employing trained coding staff, interpreting medical staff notes 
and diagnoses creates a layer of human judgement and as a consequence a degree of 
subjectiveness (Strong et al, 1997). Labelling data can also introduce a degree of 
subjectiveness; particularly if this task is carried out by an internal team with specific 
expectations about the outcome, bias can sneak into the process (Pang, 2019).   
To ensure accuracy in a dataset, the following steps can be taken: 1) benchmarking, 2) 
comparative analysis of consistency, and 3) auditing. These steps can be demonstrated in 
practice using the example of a team of phonetic transcribers annotating large audio-visual 
datasets for an Automatic Speech Recognition system, as this is an effort intensive, manual 
task involving a degree of human judgement with potential for error.  
 
Beyond data accuracy, the quality of a dataset also depends on the inclusion of valid data. 
Validity refers to the extent to which the data reflects the real world. In the context of AI, data 
used in development should adequately reflect the reality of the real-world situations on 
which it will be applied to (Son, 2020). Based on the assumption that validity can be confirmed 
by connecting data elicitation approaches to theoretical constructs (Howison, Wiggins and 
Crowston, 2011), the validity of a dataset used for AI training can be assessed by using this 
training dataset as test data for a different AI system, and observing the results.   

4.5 Completeness   
Data completeness refers to data with no missing values; a complete dataset has no 
deficiencies that affect the use of the data, or impact data accuracy and integrity (Cai and Zhu, 
2015). Incompleteness is a common characteristic of low-quality data, and it can be addressed 
by data fixing or imputation, which can often be very effort intensive. Determining the 
completeness of a dataset provides valuable input on whether it is suitable for querying, 
mining and analysing (Liu and Zhu 2016). It is important to note that there should be 
transparency where a dataset has been reconstructed using algorithms or delivered in a 
complete state.   
 
Timeliness is defined as the time between data being expected and becoming available and 
accessible for use (Loshin, 2009), or data that represent the required point in time (Sebastian-
Coleman, 2013). One of the challenges due to fast changes in big data is the fact that if data 
is not acquired in real time or dealt with in sufficient time, there is a risk of using out of date 
information and as a consequence producing inaccurate results and making wrong 
decisions/predictions with potential harmful financial and ethical implications (Cai and Zhu, 
2015). Therefore, since an algorithm making predictions based on temporal data needs timely 
data in order to make accurate predictions for the future, it is expected that for such 
applications training data will need to be updated and systems retrained with more up to date 
information (depending on the system and scope of the project) as needed (Perlin, 2020).    
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For an AI system to make accurate predictions, the dataset needs to include relevant data. An 
AI system predicting future behaviour of a company’s customer base with regards to sales in 
the UK would require information on recent customer behaviour of this specific market 
segment; a dataset with information on the US customer base – no matter how accurate, 
complete or clean would not yield the intended results for this specific demographic.   

4.6 Accessibility   
Once relevant datasets have been identified, accessibility, i.e. whether specific data can be 
accessed or purchased, is an important consideration, as AI development thrives on access to 
big and varied datasets. Accessibility directly relates to a number of other factors:   
 

a. Legislation Going back to section 5.1 above, sensitive data might be inaccessible and 
protected under privacy regulations such as the GDPR or HIPAA, so access can range 
from closed, to shared to open. 

b. Legal and administrative barriers can delay data accessibility, which affects 
timeliness as per section 4.4 above. Data needs to be accessible at the point in time 
when it is needed, this is especially important in fields such as pandemic research and 
disaster response  to assist with the development of AI technologies that are a part of 
a rapid swift response. 

c. FAIRness of data, and ensuring that ‘the human or machine is provided - through 
metadata - with the precise conditions by which the data are accessible, and that the 
mechanisms and technical protocols for data access are implemented such that the 
data and/or metadata can be accessed and used at scale, by machines, across the 
web’ European Commission, 2018:19). 

d. Findability and discoverability.  Although data is openly available and accessible, it 
may be hard to find, for example if it is simply stored on a website which is not indexed 
as such.  Metadata (data about the data), data citation, use of repositories and 
assignment of DOIs to datasets are important in ensuring that datasets can be found 
and discovered by those who need them. This will also allow for the tracking of use, 
which will assist with data provenance (in cases where datasets are altered) and in 
cases where data may need to be redacted due to bias or errors. 

e. Commercial restrictions. In many instances data is inaccessible due to commercial 
restrictions and ownership. Currently there are several corporate data owners (e.g., 
Microsoft, Google and Amazon) which hold vast amounts of data that are largely 
inaccessible to AI developers.  

f. Licensing Data may be available and accessible, but terms of its use may be unclear, 
due to lack of licensing.  Data may also be unusable due to strict licensing. 
Recommendations in this respect that as far as is possible, accessible data should have 
clear licensing terms, which clearly state conditions for its reuse. 

 
Making data accessible requires effort and funding so that data can be firstly made into a 
reusable resource and secondly can be curated to securely stored and easily located in. This 
does present a barrier to data work and accessibility, for example in low- and middle-income 
countries where funding for such development is limited7.  
 
A highly relevant and related note on the discussion of openness and accessibility of data is 
one on data colonialism, which centres on the rights of communities and nations to work on 

 
7 A recent initiative, Lacuna Fund was launched in 2019 to fill data gaps in Language, Agriculture and Health 
datasets that will enable further development of AI in the specific fields of Communication, Health and 
Agriculture.  https://lacunafund.org/  

https://lacunafund.org/
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and benefit from their data. As stated above, low and middle-income countries may lack 
resources for data work and there have been instances of organisations from higher income 
countries undertaking data collection or use of data from communities, without any benefits 
to the local populations. Also, there are well known instances of non-reciprocal sharing of data 
and knowledge, for example in the response to the Ebola virus whereby data from the 
treatments of Western patients was not shared with scientists working in Africa. At the same 
time data collection was being undertaken in many countries affected by the virus and access 
was not given to local scientists. (WHO, 2015) 
 
Here it is also important to note the Indigenous Data Sovereignty, as ‘the right of Indigenous 
Peoples to own, control, access and possess data that derive from them, and which pertain to 
their members, knowledge systems, customs or territories’ (IWGIA, 2020), should be 
considered in any discussions about accessibility, openness and FAIRness in relevance to data 
from indigenous populations. The rights of indigenous communities to create and derive value 
from their own data should be respected and data should be used in ways which align with 
indigenous values and worldviews. The CARE principles are an important tool which highlight 
these issues, and were written to complement the FAIR principles, to ensure that indigenous 
data rights are considered at all stages of the lifecycle of indigenous data. (Global Indigenous 
Data Alliance: 2018) 

4.7 Coverage   
Coverage can refer to the representativeness of a dataset in terms of geographical and 
demographic representation, or of enough representative samples as required by the specifics 
of each project.   High coverage in a dataset is important to avoid bias (please also refer to 
sections 5.1 and 8). Depending on other parameters, project scope and the question being 
addressed, some geographical bias might be accepted and too wide a site sample might be 
detrimental (Field et al, 2017 provide an example from research on species behaviours across 
various sites). In Geospatial AI development, it can refer to ‘digital geospatial information 
representing space/time-varying phenomena’ (Open Geospatial Consortium, 2012), as well as 
geographic coverage, i.e. coverage across the globe, and temporal coverage, i.e. ‘frequent 
revisit times’ (VoPham et al, 2017).   Good data coverage might be challenging in a healthcare 
setting, in low and middle-income countries where access to healthcare or representative 
data is not available, and in high income countries where access to healthcare may be unequal 
due to costs. 
 
Conclusion  
This section has described the characteristics of data inherent in data quality and provided 
examples of how data of poor quality can impact on the resulting AI technology. Specific 
processes exist that can help assess data so that any quality issues can be mitigated, such as 
Data Quality Assessments and Data Gap Analysis. 
  
Conducting a Data Quality Assessment (DQA) at the beginning of a project is the first step for 
outlining the strategic goals, contextual requirements, as well as deciding what types of data 
are needed to achieve the project aims. This will include prioritisation of the importance of 
quality criteria and data characteristics should be undertaken and planned accordingly (Cai 
and Zhu, 2015). Furthermore, performing a Data Gap Analysis before embarking on a new 
project assists to clarify the requirements and needs of the project, examine and assess the 
quality of existing data and how it compares with the desired state, compare against the 
objectives and shed light into potential issues early on.    
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Ensuring data quality throughout the AI development process through good Data Governance 
is an important component in avoiding what has been simply described as ‘garbage in, 
garbage out’, where poor quality data leads to poor results.  
 
The impact of data on AI results, specifically regarding socio-ethical, economic and 
environmental issues will be explored further in the next section. The focus will also be on 
highlighting the effects of law and transparency on data as well as exploring challenges arising 
from lack of access to specific data. 
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5. Socio-Ethical, Economic and Environmental Impact of Data in AI   
 
 
Data-related issues emerging from the role of data at each step of AI development are indeed 
very complex to be extensively analysed here and out of the scope of this report. However, 
this section offers a wide mapping of important issues emerging from the analysis and 
discussion so far in the report on the data types and characteristics, their accessibility and 
availability in the AI development. The section provides a brief examination of benefits as well 
as potential harms on socio-ethical, economic and environmental levels feeding directly to 
recommendations for the future work of the GPAI WG in Data Governance and inform the 
future developments of AI.  

5.1 Socio-ethical impact 
Data-driven AI raises both challenges and opportunities related to socio-ethical impacts, 
including but not limited to the following concepts: do no harm (non-maleficence) and do 
good (beneficence); trust; dignity; inclusion and exclusion; privacy; asymmetries of power 
between users and service providers; and equity of opportunity to access services. Numerous 
frameworks and texts outline ethical principles for responsible AI (such as OECD 2019b; EC 
HLEG Ethics guidelines for trustworthy AI 2019; EC European Ethical Charter on the use of AI). 
It can also enable or threaten certain human rights. For instance, data-driven AI can ultimately 
have a positive impact on financial services, manufacturing, healthcare, governmental 
services and research to name a few. These positive impacts may include, for instance, finding 
previously unknown, important correlations between data sets; using this to better distribute 
resources; and to encourage collaboration that leads to better quality data. There can, 
however, be negative effects of accessing and using data. It could create new forms of 
vulnerability by perpetuating and reinforcing inequalities on macro and micro levels. This 
section explores the socio-ethical ramifications of data-driven AI, with a specific focus on 
manifestations of autonomy, beneficence, non-maleficence and justice; privacy; inclusion and 
exclusion; and equality and non-discrimination.  
 
Autonomy, beneficence, non-maleficence and justice 
The healthcare sector is rapidly increasing its use of AI. This subsection will therefore focus on 
the healthcare sector when describing some of the socio-ethical effects which may emerge 
during the development of AI. There are four key principles of healthcare ethics: autonomy, 
beneficence, non-maleficence and justice (Beauchamp & Childress 1985). Medical 
professionals accept them as valid and action-guiding. Using data to enable the development 
of AI in healthcare has led to advantages for both patients and healthcare providers. The use 
of big data in healthcare is increasingly prevalent and there are multiple factors that are 
driving the necessary growth in this field.  
There are numerous concrete examples of how data-driven AI can improve healthcare by 
developing innovative solutions to support decision-making and improve diagnosis and 
general efficiency of the healthcare system (EC HLEG 2019). It can improve patient experience 
by providing care robots, virtual assistants and predictive applications. AI may also contribute 
to overall efficiency of the healthcare sector by combining datasets to identify wasted 
resources or inconsistencies in, for instance, individual hospitals or even national healthcare 
systems (Lomas 2018). 
 
Nonetheless, the use of AI in healthcare has presented serious socio-ethical issues. In a 
healthcare context, there is a clear contrast between the abundant, detailed datasets that 
data brokers own, and the scant, disconnected datasets within the sector (Fry 2018). Data can 
exist, but it can be recorded in different forms, which makes it difficult for the data to be 

https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449
https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-trustworthy-ai
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useful (ibid). The issues within this sector mainly revolve around the data that is used to train 
certain algorithms that then, in turn, issue outputs that may be biased and thus, affect 
individuals and communities. Missing data, sample size, and misclassification or measurement 
error (Gianfrancesco et al. 2018) may all lead to bias. Often, these issues are related to data 
access, however, practitioners could also translate their implicit biases, for instance those 
related to gender, into documentation that becomes input data for these algorithms. In the 
health sector, this process could then negatively affect the quality of care for 
underrepresented or marginalised groups towards whom a practitioner exhibits his or her 
implicit bias. One such issue is potential error at scale associated with the automation, as 
explored below.  See also section 7 for examples of use of AI in pandemic response. 
 

 
 
 

 
 
Privacy 
As the process of developing AI becomes increasingly sophisticated, the analysis of people’s 
personal data or information can lead to heightened privacy concerns about the information 
pertaining to them. The types of data and how developers use them is a key consideration.  
Recent scholarship has identified privacy concerns arising with the use of data-driven AI in the 
contexts of, amongst others, law enforcement (Rowe and Muir 2019), advertising (Estrada-
Jiménez et al. 2019) and border security (Beduschi 2020). Such concerns include the collection 
of sensitive personal data that is then combined with other datasets to build a profile about a 
person without their knowledge; this profile is then used to target them in a security context, 
which could be efficient and beneficial, or inaccurate and unfair.  

The effectiveness and fairness of AI-generated output decisions are also dependent on good 
quality input data about someone’s earnings, criminal record, or social care and education. 

Example 1: Healthcare and unrepresentative data sets that threaten justice 
 
In healthcare ethics, the principle of justice denotes an element of fairness in all medical 
decisions. Issues can arise with missing data. For instance, certain data of patients who 
have visited multiple healthcare facilities or have been able to access only online portals 
could be missing from training data sets, thus leading to inaccuracies in predictions related 
to these groups (Gianfrancesco et al. 2018, p.1545). Also, small-scale patients’ populations 
could be omitted from a sample set, thus excluding them from clinical decisions based on 
these algorithms (ibid). This would hamper the guiding notion of justice, as the resources 
and treatments would not be equally distributed and there would be an element of 
unfairness. 

Example 2: How the misclassification of data in healthcare could threaten non-
maleficence and justice 
 
The principles of non-maleficence (do no harm) and justice could be threatened by using 
data-driven AI in the healthcare sector. Several factors could influence the 
misclassification of data. For instance, patients of lower socioeconomic status or 
uninsured patients could be more likely to visit teaching clinics rather than, for instance, 
practices or hospitals where patients of higher socioeconomic status or with insurance are 
more common (ibid, p.1546). The former situation could lead to less accurate 
documentation or diagnoses, thus contributing unfairly to errors related to minority 
groups of patients. Furthermore, inaccurate diagnoses could lead ultimately to a medical 
practitioner harming the patient or groups of individuals. 



28 
 

Public institutions can be pressured to repurpose personal data which has been previously 
collected for a specific purpose. This could violate the EU General Data Protection Regulation 
(GDPR) obligations of purpose limitation and limits on the secondary use of personal data, 
thereby threatening an individual’s data protection and privacy rights (Choroszewicz and 
Mäihäniemi 2020). Moreover, if an algorithm then bases its automated decisions on low-
quality or unrepresentative data, these systems can produce identical, problematic biases or 
unfair discrimination at an even greater scale than those produced by human decisions, 
creating larger problems for a broader public (ibid). Section 7.1 discusses privacy and data 
protection concerns in the field of pandemic response and how these have manifested in AI 
development for COVID-19 diagnosis and drug repurposing. 
 
Inclusion and exclusion 
Inclusion is about ensuring all humans can participate in an activity as valued, respected and 
contributing members of society; it requires proactive, positive action. On the other hand, 
exclusion can be understood as a dominant group considering their own norms superior, and 
thus marginalising or disparaging others outside of this group.  It is important for data-driven 
AI to ensure inclusion and avoid exclusion. 

In terms of health data, there are multiple issues that can have worrisome ramifications. 
Indeed, it is a field ‘where data are notoriously messy’ (OECD 2020a). Data are unstandardised 
and reflect specific patient populations; biased decision-makers can then make errors that the 
resulting output data goes on to reflect (OECD 2020a, p.3). For instance, certain disease 
predictions made by an AI model can lead to unreliable outcomes that need extra verification 
by clinicians, which in turn threatens their trust in the process. Such predictions, based on 
input data about a specific population (see section 4.3 on data representativeness), could then 
fail to be applicable to different populations, which could consequently perpetuate existing 
inequalities and biases.  

The public sector and its use of AI may further illustrate this point. Governments worldwide 
are increasingly using data and new technology, including AI, to automate their processes and 
procedures. Research has shown, however, that in this context, human rights of the poorest 
and most vulnerable people are at greater risk. Various governments are using similar data to 
re-engineer social services to move towards a ‘digital welfare state’ (Lomas 2018). For 
example, public sector institutions in, amongst others, Denmark, Sweden, Germany, Finland, 
France and the Netherlands use automated decision-making on welfare entitlement, fraud 
detection, criminal risk assessment and child protection services based on citizen data 
(Choroszewicz and Mäihäniemi 2020). Similarly, in the UK, citizens’ data are used on local and 
national level for more efficient governance combining data from a variety of sources (Dencik, 
Hintz, Redden, and Warne 2018, p.3).   

As goods and services are increasingly related to AI, issues surrounding the ethical questions 
of inclusion and exclusion can surface when examining the data used to inform AI. These 
concerns can sometimes stem from historical bias that is then aligned with new methods. For 
instance, as discussed in the context of AI and healthcare, when there is an absence of data 
on some populations, misalignment may occur and thus poor decision-making. A lack of 
labelled data or poor-quality metadata could amplify already-existing vulnerabilities and 
inequalities; there could also be discrepancies in someone’s options to refuse data collection.  

In a governmental services context, the UN Special Rapporteur on extreme poverty and 
human rights has stated that digitised welfare states would have an immense impact on 
vulnerable people (Alston A/74/48037 2019). Moreover, referring to a digital welfare state 
approach in the UK, he has noted several data-related issues (ibid). These issues can surface 
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in the development of AI for multiple purposes, as illustrated with the two examples below. 
It is easier to obtain or use data about some people, groups and geographical regions than 
others, which can also lead to issues of exclusion. 

 

 

This exemplifies how a data feed could include inaccurate, outdated or overdue information 
that would unfairly affect vulnerable people about whom decisions are being made 
automatically. In sum, socio-ethical issues pertaining to bias can surface throughout the 
process of developing AI. As such, such systems would not enable inclusion and could unfairly 
exclude members of society. 

Equality and non-discrimination 
The concepts of equality and non-discrimination are inextricably linked. Equality means 
sameness and equivalence in relevant respects, such as value (IEEE 2017). People are equal in 
terms of their human rights, status and opportunities. Discrimination is when an entity 
(technological or otherwise) differentiates between categories of persons to determine their 
entitlements, rights or eligibility (ibid). Discrimination becomes a problem if someone is 
treated unfavourably because of this differentiation. Indeed, the principle of non-
discrimination seeks to guarantee human rights to everyone, without discrimination based on 
race, nationality, gender, language, religion, ability, age and similar. AI must be designed and 
deployed in a way that does not threaten quality or violate principles of non-discrimination. 
Below are two examples of AI-enabled threats to the principle of non-discrimination. 
 
Racial discrimination 
In terms of diversity, most AI tools are being researched and developed in regions (specifically, 
the US, EU, UK, Canada and Australia) that train their models on input data pertaining to 
populations in Western, industrialized and democratic countries (OECD.AI 2020). As 
demonstrated by IBM’s venture into AI for healthcare, it is very difficult to compare one 
patient (from one population) to previous patients (potentially from different populations) to 
make an  informed, reliable and unbiased diagnosis or decision (Strickland 2019).   

 

Example 3: social security payments and algorithm design for automated decision-
making  
 
In Australia, roughly 500,000 mistaken debt notices were sent to social security recipients 
because the partly-automated system averaged earnings over a series of fortnights rather 
than actual earnings in one fortnight leading to errors that affected a particularly 
vulnerable proportion of the population (Carney 2019). 

Example 4: healthcare and lack of data context enabling racial discrimination  
 
Beyond population or geographical diversity, there exist issues with racial discrimination 
in data-driven AI for healthcare as shown for a popular commercial algorithm used in the 
US healthcare industry (Obermeyer et al. 2019). In particular, the study showed that it 
wrongly assigned Black patients the same risk level as white patients leading to lack of 
appropriate care. It had to do with (real) data reflecting lower costs of care for Black 
Americans – because of access and payment differences. As such, an algorithm that 
equated cost with illness severity, underestimated Black peoples’ need or qualification for 
healthcare programmes. In other words, this reflected a lack of understanding of context 
and data generation, and not a problem with the data, which reflected reality. 
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Gender discrimination 
Research suggests that gaps in big data influence gender politics; a gender data gap has 
plausibly silenced women and erased some of their accomplishments, narratives and 
experiences (Criado Perez 2019). Algorithms can perpetuate negative biases against, for 
example, women of color by embedding them in search engine results or hate speech 
detection methods (Noble 2018). Amazon’s biased hiring algorithm is a simple example to 
illustrate the amplification through AI of existing gender biases in the society inherited in the 
data and therefore in the algorithms. 

Conclusion  
When considering data governance, relevant stakeholders ought to consider the socio-ethical 
opportunities and challenges that various data-driven AI raises. Throughout the AI 
development process, ethical issues related to data types and data characteristics are evident. 
Tangible ethical issues explored here include healthcare ethics, questions of privacy and data 
protection, inclusion and exclusion, and equality and non-discrimination. 

5.3 Economic impact 

Introduction  
Data-driven technologies aim to offer cost efficiency in critical sectors such as governance and 
healthcare as discussed above. Thus, data is often presented as having inherent potential 
economic value, as captured by the much-used phrase ‘data is the new oil’. At the same time, 
the “new data revolution” raises concerns on the changes of work and work-relationships as 
we know them resulting in an enormous economic outcome (Ishmail, 2018). This section 
discusses the advantages of the increasing data-driven technologies as well as the potential 
negative impact they can have on national and global economies.  
 
Economic advantage 
The economic advantages that could arise from using data-driven decision making are 
considerable. Data can be used in AI to increase efficiency and reduce costs by automating 
otherwise time and resource-consuming activities, for instance Big Data analytics is able to 
consider large amounts of information near instantaneously (Alam et al. 2014, p.446). 
Moreover, the depth of insights can be improved by utilising an array of data points to provide 
a more nuanced understanding and develop knowledge that was not previously attainable, 
for example through the collection of behavioural information (Huyer and Knippenberg, 2020, 
p.62). Moreover, there is an economic benefit in the development of new technology. Data 
can be used to improve products and tools, as demonstrated through the increased number 
of ‘smart’ products that are now on or entering the market (Nunes, Pereira, & Alves 2017, 
p.1218). The expanded availability of data has led to a relative boom, creating a considerable 
number of jobs in this area and powerful innovation hubs or regions such as Silicon Valley in 
California or Estonia.    

Example 5: hate speech, racial bias and mis-labelled data   
 
A study showed unexpected correlations between markers of African American English 
(AAE) and rates of toxic speech in widely used hate speech datasets (Sap et al. 2019). The 
problem was that Tweets in AAE or by African Americans were up to twice as likely to be 
labelled erroneously as offensive due to being trained on models that propagated these 
biases (ibid). 
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Surveillance Capitalism  
These developments are, ultimately, dependent on data. How data is sourced and used is of 
central importance when considering the economic impacts. Some of this data is produced 
through arguably uncontroversial sources and utilised for the public good, such as the 
Humanitarian Data Exchange platform operated by the United Nations Office for the 
Coordination of Humanitarian Affairs (Zwijneneburg et al. 2020, p.355). However, in some 
instances data collection has acted as a business model. As data is increasingly harvested and 
processed for economic purposes, it has a direct bearing on how economies are shaped. 
Perhaps the phenomenon of ‘surveillance capitalism’ best encapsulates this. Under this 
phenomenon, companies provide services to users, often for free, whilst harvesting the same 
user’s data in order to study behaviours and utilise this information for financial gain as for 
example through targeted advertisements (Zuboff 2015, p.79). Major companies using data 
as their business model have extracted huge profits (Zuboff 2019).  
 
The rampant success of this business model has allowed companies (operating with little 
regulation) to monopolise these data sources (Chandran 2020). As successful social media 
platforms develop, they are often bought by the major players within the market (Levy 2020). 
While this can provide an incentive for financial reward for those seeking large payouts, it can 
also act to disrupt the market and stifle innovation from smaller organisations. The costs of 
data access from these monopolies can create inequalities and has become a burden for the 
creation of AI for smaller stakeholders (Carriere-Swallow and Haksar 2019, p.32). As such, 
increased anti-trust restrictions have been offered to allow greater competition and break up 
the relative stranglehold that larger companies have over user data (BBC News 2020). Despite 
this, the data gathered from these platforms has been utilised for public good as well. For 
example, social media crawling has been used to develop real-time awareness of natural 
disasters (Joseph et al. 2018, p.287).  
 
Economic Impact of Regulation  
As countries and regional blocs have taken steps to approach data through a rights-based 
framework, regulations have been developed, such as the GDPR within the EU (Perera et al 
2019, p.404). Given the scale of data processing within society, these regulatory 
developments have had a monumental effect. This not only relates to the fines that stem from 
grave violations which can amount to €20m or 4% of annual turnover, but much more 
significantly to the compliance costs as per article 83(5).  
In the run up to the GDPR coming into force, companies rushed to understand the compliance 
requirements, amend their current practices, and develop the necessary procedures to ensure 
future compliance. In 2018, Veritas reported that on average, firms were forecasting spending 
in excess of €1.3m ($1.4m) on GDPR readiness initiatives (Veritas 2017). Such costs continue 
following the implementation of the regulation in national legal systems. In this respect, 
ensuring that they have the requisite knowledge, capacity and capabilities creates a significant 
economic impact.  
The resource requirements necessary to comply with the GDPR have resulted in an unlevel 
playing field. Whilst simple GDPR explainers are easy to find and access online, smaller 
businesses and organisations are less able to dedicate the resources for compliance that larger 
companies are able to. Smaller businesses may in fact, lack the dedicated personnel or ability 
to outsource (BBC News 2018). The imbalance in the ability to respond to the new regulatory 
requirements may lead to larger organisations developing a monopoly over services at the 
expense of smaller organisations who do not have the required budgets and inhouse 
expertise.  
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Economic Marginalisation  
The societal impacts of the unethical use of data can be severe and can lead to the continual 
exclusion of certain persons from opportunity. This marginalisation could have a wider effect 
on the economy by entrenching inequality and offering advantage to the more affluent. The 
sheer volume of data available by monitoring online behaviours offers companies immediate 
access to data points that were not previously available. This can allow loan companies, for 
example, to incorporate seemingly arbitrary details such as the way an email address is 
formulated into their determinations on whether to grant or deny credit (Klein 2019). The 
increasing availability of data could lead to further marginalisation and perpetuate economic 
disadvantage. This result could deny less-affluent communities from benefiting from 
economic opportunities and minimising the weight of their participation as poorer 
communities are often less captured in data sets (Cinnamon 2017, p.617).  
 
Conclusion  
Ultimately, data can have a considerable beneficial effect for economies through increased 
efficiency and depth of insight. Moreover, its role in innovation can boost the economy 
through the development of new products and solutions (for example within the health 
sector, professional, scientific or technical services). However, the underlying structural issues 
indicate that there is a potential for data to increase inequality, long-term economic harm 
through its misuse. Indeed, if mishandled, data could lead to the exclusion of certain 
individuals from financial rewards, and the concentration of data in the hands of major 
companies which may stifle innovation practices. Poor regulation of industry, labour 
standards, access to training and education, and social welfare are all inextricably linked to 
sustainable growth and economic stability. Thus, these issues must be properly addressed and 
appreciated through policy and data must not be deployed at the expense of the public good.  
 

5.4 Environmental impact 
The impact of the ever-increasing data collection, process and storage for AI development on 
the environment is often under-discussed in public discourse. Since the creation of the SDGs, 
the need to monitor their development has led to a reliance on data and an investment in 
efforts to improve data monitoring (United Nations, 2015). Data can be utilised to better 
protect the environment and promote sustainable practices. At the same time, the necessary 
infrastructures to accommodate the increasing needs of the developments in AI raise threats 
to the environment.   
 
Environment protection 
SDG data labs have been suggested as an effective method of supporting the development of 
SDG indicators, analysis and visualisation platforms to provide an enriched understanding of 
the current ecological conditions and ability to respond to environmental challenges (United 
Nations 2014, p.24). Beyond this, technological advancements and new forms of data 
collection have meant that the collection of data from non-traditional and more diffuse 
sources is possible (Bennett et al 2013). As understandings of behaviour develop, it is possible 
to gain better insights into practices which have a direct bearing on the environment. Not only 
can this be used to better safeguard against pollution such as energy waste captured by smart 
sensors, but it can also be used to develop a more robust understanding of human and 
environmental vulnerability by combining a vast array of data sets that would otherwise be 
difficult or impossible to consider manually (Lucivero 2019). Such considerations are pertinent 
to the SDGs such as Goal 12 on responsible consumption and production.  
   
‘Smart cities’ offer an example of these benefits. By utilising data through the Internet of 
Things, smart cities can act to improve efficiency and performance (Allam and Dhunny 2019, 
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p.80) in a manner that works towards the realisation of the SDGs (particularly in relation to 
Goal 11 on sustainable cities and communities). Data can be sourced from across 
neighbourhoods and built into urban policy and management. The receipt of data from 
sensors can provide a more real-time awareness of behaviours, infrastructural conditions and 
ecological events (Allam and Dhunny 2019, p.80). Moreover, the granular level of information 
available to planners, will allow for an enhanced level of sustainability and resilience in urban 
environments against environmental threats (Barns et al. 2016). At the same time though it 
needs to be noted that this mass collection of real-time data raises serious concerns over 
intense surveillance that could be used for less optimal ends. Indeed, these potential dangers 
including abuse of privacy might delay and in cases even cancel plans of building such systems 
as was the case of the smart city project in Toronto (Cecco, 2019). 
 
As our understanding of vulnerability becomes increasingly intersectional, it is important to 
assess the varied ways in which one can be susceptible to harm. Data sets such as 
humanitarian data can be utilised to capture this diversity and even to understand causal 
drivers of harm. The collection of information on gender, livelihood, ethnicity, or other 
demographic indicators can help to create a more three-dimensional understanding of where 
efforts are best directed and the nature of those responses in the first instance (United 
Nations 2014, p.22). Additionally, by combining environmental data with other datasets such 
as conflict, it is possible to identify the interconnections between domains of human 
insecurity, demonstrating that environmental harm is deeply tied to concerns such as the 
outbreak of violence and societal tensions (ICRC 2019).  
 
Energy Consumption  
Nevertheless, the collection, storage and processing of digital data has an environmental 
impact. Facilities central to the use of data, namely, data centres and cloud storage produce 
a considerable amount of pollution (Lucivero 2020). Data centres, which contain servers as 
well as the networking and storage equipment that cloud computing is dependent upon, 
demonstrate the lesser known environmental impacts of digital data storage and processing 
(Whitehead et al 2014, p.151). These data centres require energy to operate, through 
powering the facility and cooling the servers to prevent overheating. Moreover, to avoid 
power outages, diesel generators are also used within these data centres (Lucivero 2020). The 
impact of these diesel generators has been recognised for some time, with the US 
Environmental Protection Agency highlighting the need to reduce the impact of these 
generators since 2006 (Environmental Protection Agency 2007). Nevertheless, the 
environmental practices of digital service providers exist on a gradient of harm. The 
environmental protection organisation Greenpeace provides information on the sustainability 
practices of digital service providers, recognising that some companies operate on a ‘cleaner’ 
basis than others, seeking to mitigate their carbon footprint (Cook et al 2017, p.86).   
  
The scale of centres together with the energy that they require to perform actual 
computation, is also crucial to the environmental impact they have (Luciverno 2019). In 2015, 
data centres were said to contribute to 2 percent of global greenhouse gas emissions 
(Vaughan 2015). According to more recent predictions data “is set to account for 3.2 percent 
of the total worldwide carbon emissions by 2025 and they could consume no less than a fifth 
of global electricity” (Trueman 2019). Moreover, they have the fastest growing carbon 
footprint across the ICT sector as a whole (Avgerinou et al 2017, p.1470). The scale of their 
impact, as well as their expansion and entrenchment in a data-driven society, has the 
potential to counteract the benefits that arise from the use of data to bolster efforts to realise 
the SDGs. However, in highlighting these challenges, one must not ignore the increasing 
momentum in developing ’green computing’ and the ability of such approaches to mitigate 
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some of these concerns (Gai et al, 2016, p.46).  Considered data deletion (see sections 2.5 and 
7.4) should also be considered as an option to mitigate harms on the environment.   
 
Distribution of Environmental Harm  
Notably, data service providers have a role in the distribution of economic harms, as 
exemplified by Facebook relocating its servers to Iceland in order to reduce the amount and 
cost of energy used to cool its servers (Adalbjornsson 2019). Such a relocation is perhaps only 
possible for a restricted number of organisations with the ability to take such large-scale 
actions and operate internationally at a large scale. Cloud computing may allow smaller 
businesses and organisations to use the infrastructures of those who have relocated. Though 
it may allow for fewer data centres to be built, it may pose concerns that this will also have 
environmental impacts that will be concentrated in the location of the host infrastructure 
(that is determined by business interests) as opposed to being justly distributed throughout 
the globe. This ability to relocate energy intensive servers may also pose a challenge for the 
meaningful regulation of such activities. Indeed, it may lead to corporations shifting their 
facilities to areas with more favourable conditions such as cheaper energy allowing them to 
continue polluting (Jones 2018). Additionally, these data centres will invariably have a bearing 
on the local environments to which they have been relocated (Taylor 2018). This in turn raises 
ethical considerations, namely, how harms are being distributed globally, particularly where 
the decisions on their locations are being made on the basis of capitalist interest. The 
economic incentives offered by these organisations can often lead to conformance, and the 
overlooking of the environmental harms that may materialise (Lucivero 2020).  
 
Furthermore, environmental concerns arise from the corollary equipment used for data 
processing. In this respect the disposal of computing hardware can be harmful when not 
handled in a sustainable manner. For instance, the collection of valuable materials from the 
hardware through copper and gold and the use of practices such as  incineration, can lead to 
environmental pollution (Williams 2011, p.355). The ‘data revolution’ that is propelling the 
collection and use of ICT systems, whilst presenting an opportunity to better address issues 
such as climate change, must be considered together with the environmental impacts of the 
equipment used to action this effort. This is particularly the case where disposal sites are more 
likely to be situated in less-affluent communities (Lucivero 2020). The social justice issues that 
arise in relation to the distribution of environmental harms resulting from the use of digital 
data (and the equipment necessary for its utilisation) present furthering ‘climate apartheid’ 
whereby poorer and more marginalised communities are left to face the brunt of harmful 
environmental impacts, and those with better financial means are able to evade these impacts 
(Alston 2019, p.14).  
  
Conclusion  
Through the collection of increasing amounts of data, in increasingly real-time, our knowledge 
of and responses to environmental harm is improved. Necessarily, however, the 
environmental impacts of its storage and use must be understood and appreciated both in 
terms of its inherent harms as well as the balancing of the distribution of harm across 
demographics and locations. The ability to capture information that pertains to the 
environment, behaviours and vulnerabilities (including data that was not previously 
obtainable) can allow for better efficiency, and policy development. These developments 
ultimately support the realisation of the SDGs and demonstrate the possible positive 
outcomes of using data.   
 
The section illustrated the considerable beneficial effects of AI in important sectors like health 
and government, as well as economies in general through increased efficiency and depth of 
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insight. Moreover, the role of AI in innovation is crucial due to the development of new 
products and solutions (for example within the health sector, professional, scientific or 
technical services). However, the underlying structural issues indicate a potential for 
increasing inequality, long-term economic harm and the stifling of innovation. Moreover, the 
source of data, data choice, inherent bias in the datasets, lack of data access, quality and 
characteristics of data can harm individuals, potentially marginalise vulnerable groups and 
amplify inequalities. The next section will discuss law and transparency as modifiers of this 
negative impact aim to address these issues without disrupting the growth of AI for public 
good.  

6. Law and Transparency as Modifiers to Impact of Data in AI  
 
AI applications have been increasingly used in every aspect of our lives and societies as 
discussed already. In fact, the pandemic outbreak of COVID-19 illustrated to the lay public the 
potential of AI in sectors like health and research whereas it supported in cases the rapid shift 
to digital environments in education and work. At the same time, the use of AI in these 
conditions exposed the potential risks emerging from the data collection, accessibility, 
availability, processing and sharing analysed in the previous section. Here, we discuss how law 
and transparency can act as modifiers to these socio-ethical, economic and environmental 
issues without disrupting the further development of AI. 
 
6.1 Impact of law on data availability and data access  
This section focuses on the impact that law or the lack of clear legal provisions can have on 
data availability and data access. Data access here does not refer only to manual access given 
to specific individuals but also access given to legal entities and/or algorithms. The collection 
of large amounts of data and the use of big datasets is necessary to train algorithms and to 
develop AI tools. For this reason, analysing the legal implications of the use of data for AI is 
important. However, access to and use of data can be limited either by privacy laws or by 
intellectual property rights that protect the commercial value of data for firms and individuals 
(Martens 2018). Similarly, the lack of legal certainty around data ownership and data sharing 
may hinder the unobstructed flow of data among countries and sectors. The main issue is how 
to find a balance between open data access that enables the development of AI tools while 
also respecting the rights of data holders and data subjects. These rights should be respected 
by people and companies using AI products, as well as by fully automated algorithmic tools 
operating without human intervention. 
 
Privacy and data protection   
Privacy and data protection laws require that certain safeguards that protect individuals are 
in place to allow the free flow and utility of data. Privacy is considered a human right at the 
international level (UNGA 2013), and more specific rules regulating access to personal data 
exist at regional and national levels (Greenleaf 2019). These rules vary among different 
countries and regions (DLA Piper 2020), but in general, they may limit access afforded to AI 
companies to datasets containing personal data. According to the GDPR, for example, the use 
of such datasets must comply with a set of data protection principles (i.e. processing for a 
specified and legitimate purpose, data minimization, consent). Likewise, privacy regulations 
require companies to give people access to and information about the processing of their data 
(Chander, Kaminski and McGeveran 2019). However, compliance with these requirements in 
an AI context is difficult and the effects of privacy rules on data access for AI is uncertain (ICO 
2017a). The lack of explicit answers to AI-related privacy issues might lead to further 
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uncertainties and costs for AI companies. Increased costs may then limit their access to data 
and hinder the development of AI tools (Sartor and Lagioia 2020).  
  
Despite some similarities, privacy regulations around the world follow different approaches 
to data access and data use due to the diverse s understanding of privacy (Simperl, O’Hara 
and Gomer 2020). The lack of a unified global data privacy regime can hinder the flow of data 
beyond jurisdictional borders. While the GDPR enables the sharing of personal data among 
EEA countries and with third countries that offer an adequate level of data protection, there 
is still tension about sharing personal data with other parts of the world where major 
technology companies are based (EDPB 2020). Harmonizing regional and domestic privacy 
frameworks via international collaboration can make data rapidly and equitably available for 
the development of AI-driven tools (Schwalbe and Wahl 2020). Otherwise the development 
of AI tools will depend on the availability of data in each separate region or country.  
  
The differences in the regulation of data access across regions can also influence the quality 
and competitiveness of AI tools. AI companies may have an interest in developing their tools 
in countries with less restrictive privacy laws (Mercer 2020). Fewer privacy restrictions are 
seen as enabling AI development by increasing data availability and reducing compliance 
costs. Nonetheless, data protection rules can enhance consumer trust and increase demand 
for AI solutions developed under robust data protection frameworks. In the long term, the 
existence of well-respected privacy safeguards can increase the amount of data the public is 
willing to share for research and development of AI tools (ICO 2017b). Some states have 
sought to use their strong data protection frameworks to entice investment. For instance, 
Iceland, as discussed in the environmental section, has presented itself as a ‘data haven’ due 
to its robust data privacy laws (Gaedtke 2014).   
  
IPR  
 Another legal framework with direct impact on access to data for AI are intellectual property 
rights, specifically copyright and database rights. These rights can both enable and hinder the 
creation of AI, but this evaluation is case specific. One fundamental reason is that IP rights, 
particularly rights in databases, are treated differently in national law and there are significant 
variances in the degree of protection for databases. While there are applicable international 
laws, these only establish minimum standards of protection that must be guaranteed in 
domestic law. To understand how IP regulations, affect data accessibility, we can look at it 
from the perspective of database rights. 
 
A database in the U.S. can only be protected with compilation rights, which affords copyright 
to a database only if its data has been “selected, coordinated, or arranged in such a way that 
the resulting work as a whole constitutes an original work of authorship” (Feist Publications, 
Inc., v. Rural Telephone Service Co. 1991). Essentially, compilation rights only protect the 
databases assembled or curated with a minimum level of originality or creativity; they do not 
afford protection to a creator solely due to the time and/or effort that went into a database 
creation. In the U.S., databases that are not eligible for compilation rights are not protected 
by IP laws, and creators cannot lawfully prevent another from accessing or using the database 
under IP law. Other countries that only afford this type of protection include Australia, Brazil, 
China, Hong Kong, Japan, and Singapore (Wilks 2014). Consequently, it is harder to protect 
databases created in these countries under IP law and unprotected databases can more easily 
be accessed for the development of AI.  
 
In Europe, in addition to compilation rights (EU Database Directive 2019, Art. 3), an additional 
form of protection exists: sui generis database rights (EU Database Directive, Art. 7). A sui 
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generis database right protects the creator’s investment in obtaining, verifying, or presenting 
the contents of the database. In order to qualify for protection, that investment must be a 
substantial use of resources and/or effort in the qualitative or quantitative sense. In essence, 
this right recognizes and protects the time and resources that go into creating and/or 
maintaining a database. This type of broader protection enables the owner to prevent another 
from using the database, thus potentially limiting the ways the data may be used for the 
development of AI. There are lawful uses of a protected database, but it must be one 
identified in law (e.g. sole purpose of illustration for teaching or scientific research) (EU 
Database Directive 2019, Art. 6). A similar type of protection exists in India, South Africa, and 
South Korea (Wilks 2014). Databases created in these countries are easier to protect under IP 
law and may not be as easily accessed for the creation of AI.  
 
However, it must be noted that IP law is not the only way for a database creator to protect a 
database. In both categories of legal regimes – with or without sui generis database rights – 
creators can lawfully restrict access to a database through contract law, for example by 
licensing or confidentiality provisions.  
 
Data ownership  
Beyond IP and privacy rights, the availability of data for AI raises questions around the concept 
of data ownership. The legal uncertainty around this concept has been recognized as a 
potential barrier to the use and free flow of data (EC 2016). Data ownership is used by AI and 
big data stakeholders to claim some exclusivity over data and/or databases, when other rights 
(e.g., IP law) cannot be applied (Van Asbroeck et al. 2019). Such data ownership claims are 
normally made to ensure that an individual or an organisation can use their data and can take 
advantage of the benefits from using them. However, as ownership relates mostly to an 
understanding of data as property, there are significant problems that make it less suitable 
for use in the AI context.  
  
Digital data are not like tangible things that can be used by only one person. Data are non-
rivalrous and non-excludable, which means that they can be duplicated and used by lots of 
people at the same time. Data can also be in cases non-depletable as they can be used many 
times without losses in quality and value (Hummel et al 2020). In addition to these issues, the 
concept of ownership is problematic particularly with regards to personal data, since the latter 
retains a link with the data subject even if it is somehow transferred to another entity. Data 
can also contain information about more than one individual (e.g. genetic data). In such cases 
it is not clear who should be the rightful owner of the (personal) data in question (Leyser and 
Richardson 2018). The prevailing view, therefore, is that the idea of data ownership lacks a 
well-established legal basis in many jurisdictions (Hummel et al 2020). Similarly, data 
ownership is not considered the best way to protect privacy and personal data, as it gives 
individuals the option to trade away their privacy rights and reduces these rights to 
commodities.   
  
Since ownership rights are not suitable for regulating access and use of data, the concept of 
rights in co-generated (personal and non-personal) data has been developed as equivalent to 
data ownership (ALI and ELI 2018). This concept includes not only rights deriving from a data 
protection framework (e.g. to access or transfer the co-generated data, and to have them 
corrected), but also the right to enjoy an economic share in profits derived from those data. 
To be entitled to these rights, different ways of participation in the generation of the data 
have been suggested, such as being the subject of the information or the owner of the object 
of the information (ALI and ELI 2018). It is important to note that, contrary to the concept of 
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data ownership, the aim behind the development of these rights is to make them functional 
and not exclusive, in order to allow for the broad sharing and use of data (Ducuing 2020).   
  
Data sharing  
The availability and flow of data for innovative use and for the development of AI depends 
also on establishing a legal regime governing the relationship among different data holders or 
controllers – the physical or legal entities that can access and use specific datasets. A 
prerequisite to data sharing is also the creation of datasets according to a set of agreed 
standards that will contribute to the quality and availability of data (Reimbasch-Kounatze 
2015). Regarding the sharing of data among different public or private actors, on the one 
hand, emphasis has been given to making public sector data available for use by private actors. 
In the EU and in the UK, for example, relevant legislation ensures that the public sector makes 
most of the data it produces easily accessible for use, not only by private companies but also 
by civil society organizations, and scientific researchers (EU Open Data Directive 2019; UK 
Open Government License). On the other hand, the importance of enabling private companies 
to share the data they hold with public authorities has been highlighted. According to the EU’s 
data strategy, there is currently not enough private sector data available for use by the public 
sector. By accessing such data, public authorities can develop or use better AI tools to improve 
policy making and the general quality of public services (EC 2020a).   
  
In addition to standardizing data flows between public and private actors, building legal 
frameworks that shape the sharing of data between private entities (business to business) is 
equally important (EC 2020b). So far, the lack of legal clarity on who can do what with data 
(e.g., with data in mixed datasets containing private and non-private data) has slowed down 
data sharing between businesses. For example, resolving issues related to rights in co-
generated data, such as data for AI in industrial settings, and clarifying the legal rules for a 
responsible use of this data can support business-to-business data sharing (EC 2020a). Finally, 
fragmentation between public authorities at a national and a regional level should be avoided. 
Data sharing between public authorities can make a considerable contribution to improving 
policy making and public services. In the UK, the Digital Act of 2017 provides the legal basis 
for government departments to make use of digital data and allows data sharing among 
government departments.    
  
Conclusion  
The existence or lack of different legal frameworks governing access and rights to data and 
datasets can significantly impact their availability for the development and use of AI tools. 
Stricter privacy and IP rules can limit the use of data, but they can also create incentives for 
individuals and organizations to share their data or to engage in building new tools and/or 
datasets. The lack of harmonized global privacy or IP legal regimes, however, may hinder the 
cross-border flow of data and, thus, restrict the development of AI at a regional or national 
level. At the same time, the legal uncertainty around data ownership prevents data holders 
from engaging fully with their data. Providing clarity to the rights of data holders and 
establishing concrete rules governing data sharing among public and private actors can 
increase the flow and availability of data for AI.  
 
6.2 Transparency for data and AI 
In the context of data, transparency means that data can be accessed, processed, understood, 
deleted and presented easily. It needs to be acknowledged that what can be transparent for 
one individual is not necessarily transparent for another. Moreover, transparency is not a 
good or ethical value in and of itself, rather it is a means to support other values and benefits, 
such as autonomy, responsibility, and accountability (PFST 2019). Transparency can support 
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users in better understanding the potential beneficial and harmful implications of the use of 
their data, insights derived by, and decisions made by systems that use that data, including 
AI. This is both at an individual and community level. It can also make it possible to identify 
and address when laws have been breached. This can increase their opportunities for 
respectful, dignified, and trusted interactions with those the data and the AI is intended to 
serve. Whilst transparency is traditionally connected to governance, the role of the private 
sector when it comes to data needs to be underlined. For industry, transparency is essential 
to its efforts to persuade government and society that it can commendably self-regulate, and 
to show that they do not perform actions that go against the public sentiment, morals or of 
course, privacy and data protection laws. In turn, for government and its data protection 
authority branches, data transparency is required to facilitate proactive monitoring activities, 
as well as any investigative activities 
  
Acts of transparency range from independent audits of the datasets to new regulatory 
frameworks that support supervision. However, ultimately transparency also depends on the 
user’s capability. ‘As such, transparency should always address the interplay between those 
who provide open data, the functionalities of the system that enable access to the data and 
the open data user’ (Zuiderwijk et al. 2014). 
  
Transparency of what? 
 One of the biggest challenges for transparency is identifying what needs to be transparent 
regarding: 
  

● The nature of the data itself 

● The source of data, including who collected it and how 

● What the data show 

● What happens with the data? 

● How the use of that data is decided and what governs the decision-making process   

  
To answer these questions, data needs to be readily accessible, and we also need to 
understand who was involved in determining the requirements around the data and its 
possible use in an AI application or elsewhere. Specifically, when data is used for AI, its use 
should also include rendering relational aspects between the data and the AI more accessible: 
 

● What logic and models drive the relationships between the data and the code? 

● Which data are highlighted as decision making variables? 

● How do the outcomes relate to the question being asked of the data? 

  
This process is more than just record keeping but it is also about ensuring the appropriate 
audience has clear information about an AI system’s capabilities and limitations, including the 
data that has been used to train it (European Commission, 2020). 
  
Transparency begins with the data 
Transparency efforts should include data quality assessments prior to initiating any data 
driven project, including AI, to determine whether the target of the project or AI match with 
the data being used. Assessments should include the following considerations: what data was 
used; why that data was used; how the data was deemed appropriate and acceptable 
evidence for answering the question the AI is addressing. It includes being up front about the 
raw data and sources of the data, how data is pre-processed, how it is verified, how updated 
the datasets are, and how an AI is retrained if data changes (PFST 2019). This kind of 
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assessment is especially important as AI increasingly uses Neural Networks, which are black 
boxes that sometimes make understanding how or why a decision got made nearly impossible 
(PFST 2020). 

Focusing on these initial questions – the human context behind the data and algorithms – in 
terms of operational goals, inputs, outputs, and especially outcomes is an important form of 
transparency (Kroll 2018). This involves being able to explain the assumptions made when 
gathering the data, as well as how the data was deemed to reflect the world and the object 
of the AI sufficiently and validly. 

But it also needs to step away from the data to ask “for whom” is the transparency and 
“why” is it needed? 
  
This is because transparency has many valences. Some important ones are: 
  
Explicability.  
This refers to the interpretability of an AI system by users and the public, so they can 
understand how decisions are made by AI, what is considered and why. It is the ability of a 
user to know how an algorithm works and why it produced the outputs it did, in a specific 
context (PFST 2019). As importantly, explicability refers to users’ or publics’ ability to 
understand how the rationale behind the AI relates to and influences their practices and 
decisions with the algorithmic outputs. Thus, explicability needs to also empower users by 
pairing what is offered as explanation with appropriate training and digital literacy skills 
(Council of Europe 2019). This is especially important for the public. While chains in data 
relations could be explained to the public, they would take resources and skills most people 
don’t have (Oswald et al. 2018). 
  
In addition, “explanations should be socially meaningful. The terms and logic of the 
explanation should not reproduce formal characteristics of the models/analytics or technical 
meanings and rationale for the models. They should be “understandable in terms of the 
societal factors and relationships that the decision or behaviour implicates” (Leslie 2019, p. 
36). This is increasingly prescient, as the more in depth an explanation is on technical matters 
and statistics used, the more data science background someone needs to understand the 
explanation. 
 
Justifiability.  
This refers to gaining enough of an understanding of a tool for a user to justify a) how the tool 
was designed, b) how the AI is implemented as part of a broader decision-making process, 
and c) how the outcomes are used to make specific decisions (AIHLEG 2019). This should 
include how the AI approaches ethical issues (e.g. how does it approach fairness, how does it 
support checks for bias, how did the designers and users continually ensure the AI does not 
discriminate), in context, and why a user or the public should trust the outcomes of an AI. If 
the rationale behind AI is not articulated, meaningful consent to data processing is not 
possible, and any challenge to a decision becomes difficult to legitimise (Mittelstadt et al 
2016). 
 
Accountability.  
This refers to the ability to understand how an algorithm works,the ability to explain different 
properties of the AI system, product or service and how it can be used. Opaque AI, and thus, 
opaque use of data, make it difficult to identify if and where laws have been breached, 
including human rights laws, and how to attribute liability or responsibility (European 
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Commission 2020). The transparency mechanisms put in place need to be carefully balanced 
with the context of use and what regulations exist (or need to exist) to support liability actions. 
  
Traceability.  
This refers to the ability to backtrack on a particular function or insight in order to understand 
how it was derived and the logic through which it was produced. It includes being clear about 
which datasets were used by the AI for which decisions, as well as how they were gathered, 
labelled, and cleaned prior to training the AI (AIHLEG 2019). This is important for attributing 
responsibility, and “ensures that a system’s operation can be explained from the tracks it 
leaves, hence the quality of explainability” (Cerna 2018, p.18). This is important not just for 
justifying actions taken, but as implications for broader data practices as well. For example, 
without the ability to trace back how a decision was made using the data, it is difficult to know 
where the responsibility lies for a wrong decision. Without that, it is nearly impossible to 
identify a correct pathway for rectification. 
 
Making sure Transparency helps not harms 
It is also important to note that transparency can sometimes come with costs or produce 
harm.  This harm will need to be measured according to the principle of proportionality, in 
other words, one must assess whether the harm outweighs the good. It is not always clear to 
whom information should be made transparent (Floridi and Taddeo 2018) as sharing 
information for the sake of transparency could do more harm than good. For example, if the 
data contains personal or sensitive information, such as medical data, making it transparent 
to the public could cause greater harm than the accountability it provides. Similarly, while 
making data and processes transparent allows for  the public’s assessment of how the data 
was used  it also has the potential to increase certain groups’ vulnerability, depending on what 
and to whom is revealed (AIHLEG 2019). 
These also include the added staff training and resources necessary to ensure the explanations 
are meaningful and fit-for-purpose. Similarly, regulatory bodies need to be in place to oversee 
compliance. Transparency also has to be balanced with trade secrets, and businesses need 
actionable oversight protocols. Even more, “public access to data can flame interest-driven 
controversies via the untutored or unscrupulous misuse of data”, make algorithms more 
readily hackable, or can lead to unintentional privacy breaches (PFST 2019). 
 
Conclusion  
The section discussed the complexity, challenges and risks of global legal frameworks related 
to data governance. It concluded that establishing concrete rules to govern data access and 
sharing among public and private actors can benefit the development of AI and increase the 
flow and availability of data. The responses to these issues must be properly addressed and 
appreciated through policy and practice. Ultimately, using data and AI should adhere to the 
principles of: respect for human autonomy, harm prevention, fairness and transparency to 
maximise positive outcomes and minimise negative socio-ethical impacts.8 Transparency is a 
concept that can lead to questions of current practices, provide opportunities to address the 
aforementioned issues and lead to policy recommendations and best practices.   
  

 
8 European Commission, High-Level Expert Group on Artificial Intelligence, ‘Ethics Guidelines for Trustworthy AI’ 
(2019), p 12. 
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7. Availability of and accessibility to data for AI development: data 
quality and challenges in three fields. 

´Governments should also consider public investment and encourage private investment in 
open datasets that are representative and respect privacy and data protection to support an 
environment for AI research and development that is free of inappropriate bias and to improve 
interoperability and use of standards.’ (OECD.AI, 2019:2.1(b)) 

Availability and accessibility of data for AI development is of key importance to realise the full 
benefit of technology development for communities across the globe. However, openness is 
only one aspect of accessibility. Accessibility also refers to discoverable, good quality, timely, 
and fit for purpose data. Furthermore, data management within AI projects and sound 
governance at organisational levels are of key importance so this can be realised and more 
data can be made openly accessible. 

In this section the key characteristics of quality data, discussed in Section 4, will be further 
elaborated drawing specifically on three fields: AI used for rapid diagnosis and drug discovery 
in Pandemic response, AI for developing Human Language Technologies and the use of AI in 
the justice system. For each example, we provide an overview of current work in this area, the 
characteristics of data needed for optimum results, current challenges related to data use, 
and key initiatives on addressing these challenges. The section concludes with recommended 
actions for each stage of an AI project with respect to data, so that more quality data is 
available for the development of AI applications. 
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7.1 Development of AI in the Pandemic Response 
 

 
 
Health data for developing rapid diagnostic AI in a pandemic 
AI has the potential to assist rapid diagnosis in pandemic cases, which is key to limiting 
contagion and understanding disease spread. To develop any model and algorithm, vast 
amounts of varied training data are required in the first stage of the process. To this end, it is 
crucial that such data is updated given the pandemic progress, so the response is appropriate 
to the real-life situations. Furthermore, the data must be representative of the population to 
ensure scalability and accuracy and minimise risks of bias. Clinical needs change at different 
stages of the pandemic and data and models must reflect this dynamic process. In the case of 
COVID-19 development of AI tools has assisted with rapid diagnosis using image and symptom 
data (Santosh, 2020). 

Case Study: Accessing timely data of high quality 

Pandemics require a collaborative and rapid response in the form of diagnostics, tracking 
the spread and developing treatments (including drugs and vaccines). In the case of 
COVID-19 we have seen that AI plays a very important role in this process due to its ability 
to analyse vast amounts of data to detect patterns and develop predictions. AI 
technologies have been used, for example, in developing rapid diagnostics as well as 
medication, through drug repurposing. 
  
Developing AI for rapid diagnostics requires vast amounts of multitudinal and multimodal 
data for training purposes; the data must also be clean and annotated so that classifiers 
can be well trained. Limited data will skew the result and allow for less accuracy in terms 
of diagnostics. In the response to COVID-19, AI systems were developed, which can detect 
coronavirus infection by analysing CT scans or X-rays of the lungs. (Santosh, 2020). These 
tests are very important as access to either X-ray machines and CT-scans are widely 
available in health care systems around the world, especially while the RT-PCR tests were 
in short supply. The system could identify a potential COVID-19 infection and thus 
prioritise analysis for the physicians and reduce the overload. However, the refinement of 
the system for providing an accurate diagnosis was hampered by lack of data, especially 
data annotated by physicians (Ray, 2020).  
  
Drug development is a lengthy and resource heavy process which includes long trial 
phases. To respond to a pandemic, a shorter process is needed, but one that produces 
results that are safe for use. Repurposing chemical compounds or drugs that have already 
gone through trials and are on the market is therefore a good alternative and has proved 
successful in the response to COVID-19. AI is optimal for this purpose due to its ability to 
analyse vast amounts of drug data to find chemical compounds or already available drugs. 
  
This case study demonstrates the importance of data accessibility, data quality and that 
data is accessible and FAIR so that a rapid response can be undertaken when a pandemic 
occurs.  Good data governance can help to ensure that data sources are reusable (through 
use of standards, good practices and compliance with the FAIR principles), of good quality 
(with metadata containing information about AI-specific characteristics of the dataset), 
and as open and accessible as possible. There is a clear role for collaboration across sectors 
for ensuring that the data each sector holds (e.g., health data, socio-economic data, drug 
and chemical compound data) is of good quality and that it can be accessed with minimum 
delay. 
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 Characteristics of the datasets 

● Timely datasets are required to allow for a rapid response. Accessibility, openness and 
FAIRness are key in realising this characteristic.  

● Datasets composed of varied and multimodal data (e.g., imaging, symptom data, 
health records, drug interventions, location data, etc.) are required as this increases 
prediction accuracy. 

● Well-described and accurately labelled data is needed for supervised and semi-
supervised learning.   

● Unlabelled data can be used for unsupervised learning, but this requires human 
oversight and an understanding of potential limitations of the outcomes. 

● Data from different health systems and institutions needs to be integrated to create 
large datasets for training and evaluation. To allow for integration and 
interoperability, standardisation of formats, ontologies, vocabularies and metadata 
are of key importance. 

● Datasets must be up to date as they require constant time-specific data to reflect 
different stages and developments of pandemics. If datasets are inactive, this 
information should be clearly made available in the metadata to assist researchers 
with avoiding using out of date data.  

● Datasets must be representative of the whole population to ensure scalability and 
accuracy as well as to minimise risks of bias. This can be difficult to achieve, especially 
at the start of a pandemic, but data should be continuously updated, and care should 
be taken to incorporate data from different groups and locations. 

 Current Challenges 

● Data sharing efforts in health are fragmented (Luengo-Oroz, et.al., 2020) and can be 
slow due to institutional and legal barriers. Health data is personal data and often 
classified as sensitive or special categories of personal data (e.g., under GDPR). This 
places certain demands on data custodians, which render openness and sharing of 
data a complex, costly and slow undertaking.  

● There has been a lack of multitudinal and multimodal training data on coronaviruses, 
which has led to AI tools presenting skewed results (Santosh, 2020). 

● Some health data is not sufficiently FAIR (OECD, 2020c) and in formulating a response 
to COVID-19 researchers have found that ’there is a confusing plethora of publicly 
available COVID-19 surveillance data resources. Relevant websites are frequently 
poorly designed making it extraordinarily time-consuming and frustrating to find and 
extract the relevant information.’ (Austin et al., 2020:1) 

● Pandemic data is uneven in terms of coverage. Countries with under-resourced 
healthcare systems may lack staffing and funds to ensure data governance practices 
at every stage of the data lifecycle – this includes structured collection, data curation 
work, safe storage, etc. This means that data from some countries is missing from 
datasets about pandemics (Cornish et al., 2020).  

● There is a high risk of bias in health data, as only people who come into contact with 
the healthcare system are included and people who do not seek medical attention are 
missing. In many instances this accounts for people on low income and people who 
lack access to healthcare.  
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Examples of work on data accessibility in this area 

COVID-19 Open Research Dataset Challenge (CORD-19). This dataset is a ‘resource of over 
200,000 research articles, including over 100,000 with full text about COVID-19, SARS-CoV2 
and related coronaviruses. The dataset is provided to the global research community 
https://www.kaggle.com/allen-institute-for-ai/CORD-19-research-challenge  

Google Health has developed a COVID-19 Open Data repository, which is ‘a comprehensive, 
open-source resource of COVID-19 epidemiological data and related variables like economic 
indicators or population statistics from over 50 countries. Each data source contains 
information on its origin, and how it’s processed so that researchers can confirm its validity 
and reliability.’ https://github.com/GoogleCloudPlatform/covid-19-open-data   

Virus Outbreak Data Network (VODAN) A joint activity between CODATA, RDA, WDS and GO 
FAIR, which proposes to create FAIR data repositories for machine readable, interoperable 
and reusable clinical data, which can be used by incoming algorithms to ask specific research 
questions. This allows for rapid access to data while also respecting privacy. https://www.go-
fair.org/implementation-networks/overview/vodan/  

RDA Working Group on Sharing COVID Data. This expert WG was set up to provide 
recommendations and guidelines for rapid and secure data sharing to meet the needs for a 
coordinated global response to COVID-19.’ https://www.rd-alliance.org/group/rda-covid-19-
epidemiology-rda-covid19/outcomes/sharing-covid-19-epidemiology-data  

Chemical and drug data for AI assisted drug discovery/drug repurposing  
‘In the big data era, artificial intelligence (AI) and network medicine offer cutting-edge 
application of information science to defining disease, medicine, therapeutics, and identifying 
targets with the least error.’ (Zhou, 2020: 1) In this context, drug repurposing has become a 
promising approach in medicine as it brings an opportunity to reduce development time and 
overall costs considerably. AI has already been used in the pandemic response to COVID-19 
analysing drug data and previous findings. The results indicate that existing drugs, such as 
Remdesivir, which was initially developed as a potential treatment for Ebola has shown great 
promise in the treatment of COVID-19 (Ibid:7).  

  Characteristics of the datasets 

● Data will need to be from disparate sources such as real-life data (electronic health 
records), chemical compound data, cellular data, trial data, etc., but interoperable 
and harmonised into unified databases to guarantee a broad applicability across 
different scenarios. 

● There is a fundamental need for high quality, large and clean datasets so that AI can 
be successfully used to identify chemical compounds and potential drug combinations 
that can be used for repurposing drugs for COVID-19 (Wakefield, 2020). For 
personalised drug repurposing (which greatly improves disease treatment) massive 
genetic and genomic data are required, in addition to the data listed above.  

 Current challenges 

● Too much data is siloed within individual companies, e.g., large pharmaceutical 
companies or within labs at research universities. Bringing this data together is 
hindered by legal issues (e.g., IPR), commercial interests and administrative barriers 
(Ibid). 

https://www.kaggle.com/allen-institute-for-ai/CORD-19-research-challenge
https://github.com/GoogleCloudPlatform/covid-19-open-data
https://www.go-fair.org/implementation-networks/overview/vodan/
https://www.go-fair.org/implementation-networks/overview/vodan/
https://www.rd-alliance.org/group/rda-covid-19-epidemiology-rda-covid19/outcomes/sharing-covid-19-epidemiology-data
https://www.rd-alliance.org/group/rda-covid-19-epidemiology-rda-covid19/outcomes/sharing-covid-19-epidemiology-data
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● Real world data, such as electronic health records are often of lower quality (e.g., is 
often incomplete) and have higher dimensionality (including confounding factors). 
(Zhou, 2020:5)   

● Data heterogeneity and low quality are presently a barrier and slow down progress in 
the field of drug discovery.  

● Lack of standardisation and harmonisation of data to form a unified database to allow 
for machine learning approaches.  

Examples of work on data accessibility this area 

American Chemical Society division, CAS, has released a dataset containing 50,000 compounds 
with potential antiviral properties to support the discovery of drug treatments for COVID-19. 
The dataset is open source and the license terms support use for applications including 
research, data mining, machine learning and analytics. https://www.cas.org/covid-19-
antiviral-compounds-dataset  

NIH NCATS Pharmaceutical Collection is a publicly accessible collection of approved molecular 
entities which provides a valuable resource for both validating new models of disease and 
better understanding the molecular basis of diseases and interventions. It consists of nearly 
3,000 small molecular entities that have been approved for clinical use by U.S., European 
Union, Japanese, Australian and Canadian authorities.  
https://ncats.nih.gov/expertise/preclinical/npc   

OpenTrials is a collaboration between Open Knowledge International and Dr Ben Goldacre 
from the University of Oxford DataLab. OT aims to locate, match, and share all publicly 
accessible data and documents, on all trials conducted, on all medicines and other treatments, 
globally.  https://opentrials.net/   

 
  

https://www.cas.org/covid-19-antiviral-compounds-dataset
https://www.cas.org/covid-19-antiviral-compounds-dataset
https://ncats.nih.gov/expertise/preclinical/npc
https://opentrials.net/
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7.2 Human Language Technologies for under-resourced languages  
 

 

Characteristics of the datasets 

● Large amounts of different types of data are required to develop a HLT in a specific 
language, such as audio files and text data, including phonetic alphabets and lexicons.   

● Audio data needs to be of good quality in the sense that voice and pronunciation are 
clear and background noise is kept to a minimum. Having trained voice talent for 
recording is optimal at this stage. 

● Data needs to be structured, clean, labelled and free of errors. 

Current challenges 

● The cost of creating a data corpus for a language, where data is not readily available 
is very high and requires extensive manual work and human input. 

● If lexicons are to be created, these need to be manually checked. The creation of 
lexicons and language data is extremely time consuming and costly. 

Case Study: Lack of available data for development of AI technologies 

Human Language Technology (HLT) refers to the production of technologies that seek to 
understand and reproduce human language. All these technologies produce tools that are 
used in a range of fields, e.g., communication, health and education, etc., and can 
significantly improve people’s quality of life. 

The development of HLTs takes a vast amount of language training data; however, the 
amount of data available for languages is extremely uneven. The term under-resourced 
language refers to a language that displays some of the following characteristics: lack of a 
unique writing system or stable orthography, limited presence on the web, lack of 
linguistic expertise, lack of electronic resources for speech and language processing, such 
as monolingual corpora, bilingual electronic dictionaries, transcribed speech data, 
pronunciation dictionaries, and vocabulary lists (Krauwer, 2003; Berment, 2004). 
  
HLT requires considerable amounts of corpora of text, audio recordings (including 
transcriptions), and dictionaries (some of which are manually annotated) (Crystal, 2000). 
For example, to produce a natural sounding voice through speech synthesis (text-to-
speech), at least 30 hours of recorded speech are required. Speech recognition systems 
(speech-to-text) are even ‘hungrier’ for data, requiring at least 300 hours of recorded 
speech (some systems use over 2,000 hours) and large vocabularies of over 60,000 words. 
Developing data sources for under-resourced languages is thus very resource intensive, 
which is a clear barrier to development of HLTs for many languages. 
  
This case study is an example of how the cost and effort of creating data for AI may impede 
the development of technologies for specific language groups, limiting their access to 
services in their own language. Data governance can assist with ensuring that language 
data that exists is curated with re-use in mind and made both FAIR and open as far as it is 
possible. With respect to data creation, there is a clear role for collaboration between 
sectors (public, private and academic) in creating language resources and making them 
available for AI development. 
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● In many instances audio data that is scraped from the web is of low quality and needs 
considerable preprocessing before it is usable for processing and analysis. 

● With regard to scraping audio, video and text data from the web, the ownership of 
the data and privacy of individuals who produce them pose complex legal and ethical 
questions. 

● Many languages have a variety of regional accents and dialects, in addition to the 
multiple accents originating from second-language speakers. Newer AI technologies 
are working to solve this issue to some extent by ‘triangulating the phonemes’ to 
provide more specific results (Stoltzfus, n.d.). Consideration for accents and dialects 
should however still remain a consideration at the data creation/collection stage. 

● Data for under-resourced languages is not available to the same extent as the more 
dominant languages, such as English. This poses a significant barrier to the 
development of HLTs for these language groups. 

  Examples of work on data accessibility and availability this area 

CLARIN - European Research Infrastructure for Language Resources and Technology has the 
mission to create and maintain an infrastructure to support the sharing, use and sustainability 
of language data. CLARIN currently offers 12 types of corpora, lexical resources and language 
data tools. https://www.clarin.eu/  

Mozilla Common Voice is part of Mozilla’s initiative to make more voice data available for AI 
development.  Anyone can submit a recording of their voice and through this crowdsourcing 
initiative thousands of hours of speech for 60 different languages have been collected. 
https://commonvoice.mozilla.org/en/about    

  

https://www.clarin.eu/
https://commonvoice.mozilla.org/en/about
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7.3 Data for developing AI applications in the Criminal Justice System 
 

 

Characteristics of the datasets 

● Data especially for judicial decisions should come from a certified source and no 
modifications should be made until after the learning stage. If any modifications are 
made, these must be documented carefully in order to allow for full traceability and 
transparency in order to maintain trust in the system, and versioning must be clear.  

● Principles of transparency, impartiality and fairness need to apply to the selection, the 
quality and organisation of the data (Ibid: 11). 

● Datasets must be diverse and need to reflect societies and communities which AI 
systems affect. (House of Lords Select Committee on Artificial Intelligence, 2018: 43) 

Case study:  Different lifecycles of public sector data and challenges for AI 
development in the justice system- an example from the UK 

 
The use of AI in the justice system promises more consistency of court decisions, 
objectivity, increased efficiency and quality of justice (European Commission for the 
Efficiency of Justice, 2018). However, decisions made on the basis of AI and data analytics 
will have direct impact on people and communities and therefore there is more emphasis 
on sourcing data responsibility, being aware of bias in data and therefore in the delivery 
of justice (e.g., in sentencing and conflict resolution). Much of the data used in the justice 
system is personal and sensitive data. Therefore, there is increased need for transparency, 
impartiality and equity in the process, as well as human oversight and independent expert 
assessments to validate decisions (Ibid)    
 
While not only focused on the criminal justice system, a recent £1M GBP investment was 
made by the United Kingdom government into the digital transformation of the country’s 
Courts and Tribunals Judiciary. Key challenges related to this work were linked to the 
different ‘lifecycles’ of data processing within AI-powered justice processes (Aidinlis et 
al.,2020) 
 
More specifically, the legal and ethical implications of using data in AI-driven justice can 
be structured around four distinct, yet overlapping, stages of data processing: (1) 
collection, (2) preparation and linkage, (3) access and (4) retention/re-use. These stages 
cover the whole spectrum of data processing within a data infrastructure that will be used 
as the key resource for developing sophisticated algorithms in the justice system. Before 
automation can happen, public bodies will have to collect significant amounts of data, 
curate and clean them so that they can be fed into algorithmic training systems, link them 
with datasets belonging to other public bodies and think strategically about the future 
retention and re-use of data. 
 
This case study demonstrates that there are noteworthy legal and ethical implications 
related to data ‘lifecycles’. When collecting justice data, authorities should be taking all 
reasonable steps to both maximise potential benefits and mitigate relevant risks. When 
preparing the datasets for linking with other datasets and use within algorithms, public 
bodies should ensure that appropriate de-identification measures are applied so that 
personal data of citizens is accessible on a strict need-to-know basis by certified personnel. 
Access to justice data should be governed by reference to the contribution of a particular 
use of data to the ‘public interest’, and under conditions of monitoring by dedicated 
governance committees. 
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● Data should be accessible to professionals in the justice system for review. 

Current Challenges 

● Data on criminal arrests and convictions can be biased as they originate from biased 
justice systems. Studies from the US have demonstrated that Black and Latino people 
are more likely to be arrested and convicted than white people due to systematic bias 
in law enforcement (Stevenson and Mason, 2018; Mitchell and Caudy, 2013).  

● Data on arrests has been found to be “dirty” due to its links with performance 
measurements for different police districts in the US. In particular, a study found that 
systematic data manipulation of crime statistics had occurred across multiple 
jurisdictions (Richardson et al., 2020).  

● Creating large datasets for training from disparate sources (e.g., socio-economic data, 
housing data, educational data) has proved to be a challenge due to differences in 
data collection methods and documentation across different municipalities. 

● Much of administrative data has been collected without a specific purpose and while 
it is good for administrative use, its quality and fitness for use must be assessed before 
using it for AI applications in the justice system.  

Examples of work on data governance in this area 

The Human Rights, Big Data and Technology Project - The project is based at Essex University’s 
Human Rights Centre with partners worldwide. It considers the challenges and opportunities 
presented by AI, big data and associated technology from a human rights perspective. One of 
the research streams is dedicated specifically to law enforcement analysing the implications 
of police data and technology on human rights. https://www.hrbdt.ac.uk/law-enforcement/ 

Data Justice Lab - The Data Justice Lab is a space for research and collaboration at Cardiff 
University’s School of Journalism, Media and Culture (JOMEC). It seeks to advance a research 
agenda that examines the intricate relationship between datafication and social justice, 
highlighting the politics and impacts of data-driven processes and big data. Specifically, one 
of their projects was on Data Scores as Governance: Investigating uses of citizen scoring 
(funded by the Open Society Foundations).  https://datajusticelab.org/ 
 

7.4 Data management for supporting AI development across different fields 
The discussion regarding the data in AI development in the three different areas presented 
above shows that many challenges are common across different fields. In cases where data is 
available, it may be commercial and thus not accessible. Furthermore, available and accessible 
data may be of low quality, or need harmonisation to be useful in tackling complex challenges. 
Available and accessible data may also not be discoverable due to lack of metadata and the 
context of collection may be unclear due to lack of provenance. In many instances, these are 
issues that arise outside of the AI development cycle, especially when projects rely on data 
created by public and private organisations. 
 
Employing robust data management in AI projects can mitigate many of the challenges listed 
above and can help to ensure that data created/collected by AI projects is of good quality and 
fit for reuse. For this purpose, in this section, we provide guidelines for good data 
management practices for AI projects, that can also assist to assess data from disparate 
sources before use. These recommendations can also serve to inform data governance 
policies within organisations.  
 

https://www.hrbdt.ac.uk/law-enforcement/
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An overarching recommendation to those who oversee and manage AI projects is to create a 
Data Management Plan (DMP)9 or similar documentation for each project and we will outline 
the benefits of this practice throughout the AI development/data lifecycle. DMPs are a tool 
that can assist data creators/collectors within projects to think about the data involved at 
each step and how to ensure it is managed to best standards, whether the intention is to 
publish it for open access or to re-use within organisations.   
 

Recommendations on data management within AI projects 
 
Data Creation/Collection  

● Consider re-use and/or data sharing from the start of the project. A key question here 
is what information do secondary users of the data need to be able to process it for 
other projects/purposes? 

● Use a DMP or similar documentation to plan for each step of the AI development 
process and use it as a checklist to ensure good data management processes from the 
start. A DMP or its equivalent should be a living document that is updated throughout 
a project. 

● If you intend to share the data openly after the project ends, consider using a data 
repository. Assess different repositories at this stage to ensure that you are aware of 
any specific requirements and standards they have for data deposits and use these to 
guide your data work, e.g., with respect to metadata standards, licencing and 
provenance. 

● Assess all collected data with regard to its fitness for use and quality and document 
any changes made for sake of having a clear provenance. Also, ensure that you are 
aware of any ethical or legal issues related to your data and ensure appropriate 
safeguards are in place. 

● Ensure that all data you collect is of good quality and record the steps and actions 
taken throughout the creation/collection stage. This is important for the creation of 
metadata and provenance.  

 
Data organisation/refinement, processing and evaluation stages 

● The data work occurs within these stages and any errors or previously un-detected 
data quality issues may reveal themselves here. It is important that these are 
attended to (e.g, for the correction for any bias found in the data). Here, you may also 
need to change data labels or supplement the dataset with additional reference data.  

● Use timestamps and versioning methods to ensure that different versions of the 
data are clearly labelled. 

● Use the DMP to record any actions taken at these steps that impact on the data, 
such as any modifications, use of different versions, corrections, etc.  
 

 

 
9 Data Management Plans (DMPs) are often used in research projects to document and plan for the use and 
preservation of data in any one project.  The DMP typically describes what data will be collected/created in the 
project (volume, type, content, quality and format of the final dataset). It outlines the metadata, documentation 
or other supporting material that should accompany the data for it to be interpreted correctly. The DMP lists what 
standards and methodologies will be utilised for data collection and management. The plan also states the 
relationship to other data available, e.g.existing data sources that will be used by the project, gaps between 
available data that are required for the project and the added value that new data would provide in relation to 
existing data. DMPs furthermore note any legal and ethical issues related to any of the data sources used. See 
further information at: https://www.dcc.ac.uk/guidance/how-guides/develop-data-plan#Why%20develop  

 

https://www.dcc.ac.uk/guidance/how-guides/develop-data-plan#Why%20develop
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Curation/Preservation 
● Make sure that your data has all the documentation and metadata, and is FAIR, so 

that other users can find and re-use your data.  
● Consider the use of Persistent Identifiers for you and your data so that it is clear who 

created the data and so that data can be cited and you can be contacted by secondary 
users in case of any questions. 

● Consider the use of a licence for your data so that users are aware of what use is 
permitted and which is not. 

● If you are storing your data in a repository, make sure you have all documentation 
they require at the time of deposit. 

● If you are storing your data on-site, make sure it is secure and appropriate for the data 
you are preserving.   

 
Deletion 

● For this decision to be made, a considered appraisal must be undertaken before 
considering deletion (Whyte, 2014). 

● Do not just decide to keep everything, “just in case”. Consider the space and resources 
needed to securely store your data and the work involved in curating it.  

● There may be legal reasons for deleting/retaining specific data that you have created. 
Make sure you seek advice on this. These may regard specifically personal data 
protection, and legal retention periods. 

● Consider the value of the data with respect to, number of copies held elsewhere, 
historical relevance, potential for re-use etc.10 

 
While the data management recommendations above apply mostly to the project level, 
organisations who oversee data and AI development should use these to develop data 
governance frameworks, necessary infrastructure and guidance for its employees and 
contractors. This includes appropriate storage, guidance on persistent identifiers, FAIR data 
and metadata standards and support on legal and ethical issues. Data retention guidance and 
schedule will also be needed to advise developers on how to securely conduct data deletion. 
 
7.5 Unavailable data, legal and commercial challenges  
The recommendations above apply to AI projects who work with data and they assume that 
data exists and can therefore be managed. Different work is needed to plug data gaps, which 
exist due to lack of resources (e.g., language data for under-resourced languages) and 
expertise in preparing and integrating data and making it ready for use. As it is evident in the 
pandemic case, health data exists, but for it to be useful for addressing a complex, distributed 
health challenge like COVID-19, it works best if it is integrated with other data. Data 
integration is a complex task, especially in light of lack of standardisation of data with regard 
to formatting, as well as vocabularies and ontologies used. Integrating disparate sources of 
data together where these challenges exist requires extensive time and resources. There is a 
clear role for governments, charitable organisations as well as the private sector who support 
research and innovation, to provide funds and expertise in solving the challenges of data 
interoperability and availability.   
 
Conclusion 
This has presented three case studies which illustrate challenges regarding data availability, 
accessibility, interoperability and quality. Although the cases are drawn from different fields, 

 
10 These recommendations are based on recommendations made by the Digital Curation Centre in a number of 
guidance documents, which are made available on the DCC Website: https://www.dcc.ac.uk/guidance/how-
guides  

https://www.dcc.ac.uk/guidance/how-guides
https://www.dcc.ac.uk/guidance/how-guides
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it is evident that many data issues are cross cutting and manifest within different stages of the 
AI development process. Effective data governance throughout the data lifecycle, from 
creation/collection through to preservation, will assist in mitigating and overcoming these 
challenges. The Data Governance WG and GPAI more broadly can take a leading role in 
developing and disseminating best practices in this respect. Section 8 will provide targeted 
recommendations on priority actions which can assist the WG in organising their work going 
forward. 
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8. Recommendations to the Data Governance WG to further work on 
data governance for AI  
 
As stated in the foreword to this report, the mandate of the Data Governance Working Group 
is to  “collate evidence, shape research, undertake applied AI projects and provide expertise 
on data governance, to promote data for AI being collected, used, shared, archived and 
deleted in ways that are consistent with human rights, inclusion, diversity, innovation, 
economic growth, and societal benefit, while seeking to address the UN Sustainable 
Development Goals.”  
 
This report, as part of this work, was commissioned to provide a description of the role of data 
in AI and highlight harms that arise from sub-optimal data practices as well as insufficient 
access to data. The report has provided an insight into key challenges in this respect and 
highlighted good data practices and initiatives that work to overcome these. This section will 
provide recommendations for action, on the basis of the findings in the report, which are 
meant to guide and inform the next phase for the WG as they ‘identify programmes and 
projects that align with GPAI’s mission, and could be funded by GPAI’s members and in 
partnership with others’. The recommendations are written as concrete suggestions to assist 
the WG with the collation of evidence, provision of expertise, and for selecting applied 
projects for support so that work-specific recommendations can be undertaken. 
 
As a general note to guide the Data Governance Working group’s next steps, ongoing work on 
data governance as well as enhancing data accessibility within the field of research data and 
open government data along with associated initiatives11 should be reviewed to minimise 
duplication of effort. This review will allow identifying gaps in the body of existing work and 
further direct the group’s future efforts. In this context, we also recommend that GPAI survey 
their expert membership on the prevalence and applicability of data governance issues, as 
well as challenges with regard to data availability and accessibility, as this will allow for 
prioritisation of work/domains in realising data governance for AI development. We note 
specifically the work of the Pandemic WG, which has submitted recommendations, some of 
which are around governance of data to best support AI facilitated response to pandemics, 
such as COVID-19. Work between the two groups could in the first instance focus on this field, 
and then be scaled up to apply to other AI application domains. 
 

Recommendations to the Data Governance WG 
 

In line with their remit, we recommend that the Data Governance WG continue to work to 
shape best practices and standards for Data Governance in AI, through targeted research and 
the writing of guidelines for data use in AI projects and systems. For the development of tools 
and mechanisms, to further support AI developers in using the guidelines, we recommend the 
WG collaborate with initiatives working on the topics outlined in the recommendations. 
 
Recommendation 1: The Data Governance WG should work to shape best practices and 
standards for data governance with the aim to drive access to good quality data for AI projects 
and systems. Actionable steps include: 
 
Action 1a: Create guidelines around data management for AI projects and systems, which 
take all steps of the AI development process into account, from data creation and collection 

 
11 A list of selected international initiatives working on challenges identified in this report can be found in Annex 
A. 
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through to preservation and deletion. The WG should also work towards creating a data 
management plan template for AI projects and systems, which will allow for the capturing of 
information necessary for supporting discoverability, documentation, characterisation, trust 
and transparency (see recommendations 1b-1e), all of which will drive enhanced and 
informed re-use of data for AI. 
 
Action 1b: Support good practices around deposition and cataloguing of AI data sources so 
that they are better discoverable and accessible. This work should include a focus on: 
 

● Conducting a feasibility study around different options for enhancing data access for 
AI projects and systems. Options may include e.g., setting up a specific AI data 
repository or a metadata catalogue, or creating a network of existing repositories and 
a single discovery and access point. 

● Working with initiatives that are driving the adoption of the FAIR principles, as well as 
the Open Science movement, and ensure that AI has input on any issues that are 
specifically relevant to specific data practices within the field. 

● Working with the Pandemic WG on implementing their recommendation for a Central 
Pandemic Response Portal.12  Lessons learned from this collaboration can then be 
carried forward and applied to other domains. 

 
Action 1c:  Develop guidelines for dataset documentation and metadata for AI projects and 
AI systems. This work should include a focus on: 
 

● Defining a minimum information standard for source description of AI data, drawing 
on good practices in data documentation. 

● Develop guidance on how to best incorporate data provenance and lineage in 
metadata to improve traceability of datasets. Review work of initiatives in this field 
and collaborate on defining good practices and standards for this information. 

● Define how IPR and licencing issues relevant to the data are presented in the 
documentation.   

  
Action 1d: Develop data characterisation documentation guidelines and suggestions for 
alignment for each project or system. These guidelines would include a guidance on e.g.,: 
 

● How to define a desired data use case for the project/system, i.e. what data is needed 
to reach the aims of the project/system to ensure that data selected is fit for use. 

● How to identify data sensitivities, to include legal and regulatory issues relative to the 
use case and work to mitigate these. 

● How to assess existing data for completeness (for re-users) and ensure the 
completeness of data that is created. 

● How to undertake data improvements and manage data generated by the AI system. 
 

Action 1e: Develop guidelines for data creators regarding the provision of transparency for 
data users around the creation and contents of the dataset, to enhance trust in these data 
resources and their use. This recommendation is closely related to recommendations 1c and 
1d but this work will specifically focus on how to instil data users’ trust in datasets they intend 
to use for their AI projects and systems. This work will include a focus on: 
 

 
12 See The Future Society’s Review of National and International Initiatives, Summary Slide Deck for AIPR WG 
Meeting on Nov 18th 2020, slide 25.  
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● Data representativeness and coverage. Clarify whether there are issues with 
representativeness and coverage in the dataset, and if relevant list the steps that have 
been taken to eliminate bias in the dataset. 

● Data accuracy and relevance. Clarify the actions that have been undertaken to verify 
the accuracy of the data. 

● Define the  legal and ethical issues that have been identified relating to the data and 
how have these been resolved.  

● Develop trusted mechanisms (e.g., certification badges) for displaying that datasets 
have undergone processes that incorporate the above checks. 

 
Recommendation 2: Underpin the creation of good quality and accessible data sources to fill 
data gaps in priority fields, in line with the UN Sustainable Development Goals, through 
targeted research and collaboration with initiatives in this field.  
 
The focus should be on underpinning the creation of accessible and good quality data sources, 
according to best data governance practices. Steps should be outlined to work with 
governments, “AI for Social Good” initiatives, and relevant stakeholders to underpin and 
establish reliable data sources in priority areas. The WG should explore those areas in 
particular where investment is unlikely to happen, and work with other WGs and GPAI to push 
for action and make the data available for global benefit. As part of this work, it is important 
that the study also identifies gaps in dataset creation from disparate sources of data for the 
understanding of complex problems. One example of this is the pandemic response, where 
there is a lack of data sets that include socio-economic data, health record data, and genomic 
data leading to great risks for the public health. 
 
Recommendation 3: Undertake research into how to improve cross border data sharing and 
write guidelines for organisations on how to address current barriers, such as: 
 

● Intellectual Property Rights. 

● Privacy and data protection legislation 

● Data sovereignty 

 
At present, there is a lack of legal certainty in relation to data access, flow and use. In other 
words, it is not clear who can do what with the data they are holding, or how one can acquire 
and analyse data in a legally compliant way. This uncertainty is even greater in relation to data 
sharing among jurisdictions that regulate data access and processing in a different way. The 
WG can identify the main areas where more certainty around AI is required and can develop 
concrete guidelines on how this can be achieved at a national and an international level. It can 
also suggest a set of best practices in preventing fragmentation among jurisdictions that can 
hinder data flow and availability for AI. 
 
We stress here that the above topics should not be portrayed as only barriers, but also 
necessary safeguards that should be respected in data practices. Guidelines should focus on 
explaining how to legally and ethically undertake cross border data transfers, while research 
should focus on capturing good examples of how to work with legislators and policy makers 
to make changes that mitigate some of the challenges to international data sharing, and 
disseminate these more widely. 
 
The WG should explore how to best support technological developments, such as federated 
learning technologies and privacy-enhancing technologies for data sharing as potential 
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mitigation of legal challenges, especially around personal data, and support their 
development and uptake where possible. 
 
Recommendation 4: Undertake targeted research into the broad topic of data injustice and 
harms that arise from data practices around the world and identify pathways to counteract 
current problems. Analysis should be carried out of potential mechanisms that can overcome 
the challenges identified. The WG should seek out initiatives that work in this field and support 
them in creating concrete mechanisms to redress the harmful impacts of data in AI. We 
suggest priority fields to be: 
 

● Indigenous Data Sovereignty and potential friction in relation to implementation 
of the FAIR principles and data openness. 

● Bias in data and its impacts on society and individual rights. How to ensure 
inclusivity in AI data so that benefits can be more broadly realised and harms 
avoided.  

● Environmental harms arising from data processing and storage, and how to 
mitigate these. 

● Strengthening data capabilities in the Global South through international 
collaborations and networks specifically working to build soft and hard 
infrastructure in the region.   

9. Concluding Remarks 
 
This report has focused specifically on data and data related challenges and opportunities in 
the development of AI. From reviewing a variety of literature resources, we found that 
challenges related to the availability, accessibility and quality of data have far reaching 
consequences, and some may replicate or even exacerbate current inequalities. However, we 
also found that there are a number of initiatives that are working on solving these challenges 
and we have listed them here in this report, to assist the Data Governance WG and GPAI in 
selecting potential partners for their ongoing work. 
 
Good data governance can mitigate and solve many of the issues highlighted in this report 
and it is of key importance that all stages of the data lifecycle and the AI development process 
are considered when developing guidelines for good data governance practices. The 
availability of and accessibility to good quality data for AI development is key for realising the 
beneficial impact AI can have across different fields and to ensure that communities and 
individuals are not harmed due to its application.  
 
We are confident that the Data Governance WG and GPAI can have a real impact on 
strengthening data governance practices across AI fields, and see this project report as one 
of the steps necessary on that journey. 
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Annex A- Initiatives and projects working on challenges relating to data 
governance, availability and accessibility.  
 
Please note that this list is not exhaustive but consists of resources and tools that were 
discovered in the course of the literature review and in consultations with the experts of the 
Data Governance Working Group. 

Data gaps and data availability  
CLARIN - European Research Infrastructure for Language Resources and Technology has the 

mission to create and maintain an infrastructure to support the sharing, use and sustainability 

of language data. CLARIN currently offers 12 types of corpora, lexical resources and language 

data tools. https://www.clarin.eu/  

The Lacuna Fund is working to fill data gaps in the following fields: Language, Agriculture and 

Health, to assist data scientists, researchers and social entrepreneurs in Lower- and Middle-

Income Countries with access to data. https://lacunafund.org/  

Mozilla Common Voice is part of Mozilla’s initiative to make more voice data available for AI 
development.  Anyone can submit a recording of their voice and through this crowdsourcing 
initiative thousands of hours of speech for 60 different languages have been collected. 
https://commonvoice.mozilla.org/en/about    

Data catalogues and repositories  
FAIRsFAIR project is currently working on practical solutions to boost the impact of data 
repositories and make them enable FAIR data to boost the findability of both repositories and 
their data.  https://www.fairsfair.eu 
 
The Global Data Access Framework ’ aims at leveraging the revolution in advanced analytics 
and Artificial Intelligence to support the achievement of the UN Sustainable Development 
Goals (SDGs). It has been envisioned as a precursor for the AI for SDGs Center (AI4SDG) and is 
a part of the AI Commons initiative https://thefuturesociety.org/2019/11/15/global-data-
access-framework-gdaf/ 
 

RDA Research Data Repository Interoperability WG is working on establishing standards for 
interoperability between different repository platforms.  
https://www.rd-alliance.org/groups/research-data-repository-interoperability-wg.html  
 
UN International Telecommunications Union (ITU) has set up a global AI’ repository to identify 
AI related projects, research initiatives, think-tanks and organizations that can accelerate 
progress towards the UN SDGs. https://www.itu.int/en/ITU-T/AI/Pages/ai-repository.aspx  
 
World Wide Web Consortium (W3C) Data Catalogue Vocabulary (DCAT) DCAT enables a 
publisher to describe datasets in a catalog using a standard model and vocabulary  This can 
increase the discoverability of datasets  and makes federated search for datasets across 
catalogs in multiple sites possible using the same query mechanism and structure. 
https://www.w3.org/TR/vocab-dcat-2/  

Data documentation and provenance 

Data Documentation Initiative (DDI) has developed the DDI - Cross Domain Integration 

https://www.clarin.eu/
https://lacunafund.org/
https://commonvoice.mozilla.org/en/about
https://www.fairsfair.eu/f
https://thefuturesociety.org/2019/11/15/global-data-access-framework-gdaf/
https://thefuturesociety.org/2019/11/15/global-data-access-framework-gdaf/
https://www.rd-alliance.org/groups/research-data-repository-interoperability-wg.html
https://www.itu.int/en/ITU-T/AI/Pages/ai-repository.aspx
https://www.w3.org/TR/vocab-dcat-2/
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specification intended to help with data integration across domain and institutional 
boundaries. DDI-CDI will be able to describe data and its provenance at a detailed, machine-
actionable level. The DDI-CDI specification is currently under public review.  
https://ddialliance.org/announcement/public-review-ddi-cross-domain-integration-ddi-cdi  
 
RDA Research Data Provenance IG is working on recommendations regarding frameworks for 
documenting data transactions and how to account for modifications and how to assess data 
quality. https://www.rd-alliance.org/groups/research-data-provenance.html  
 
World Wide Web Consortium (W3C) Provenance WG developed the PROV data model for 
provenance interchange on the Web.  All documents, along with the model can be found at 
https://www.w3.org/TR/prov-overview/  

Data governance 

CODATA International Data Policy Committee provides expert input on the development and 
implementation of data policies to a range of international initiatives. A part of the 
committee’s strategy is to support implementation of data principles and practices. 
https://codata.org/initiatives/strategic-programme/international-data-policy-committee/ 

Expert Advisory Group on Data Access report on Governance of Data Access (EAGDA) was a 
group set up by the Wellcome Trust to good working practices for managing and using data 
from cohort studies. It ran between 2012-2017 and produced various guidelines about terms 
for data use, sanctions and accountability, data management plans, infrastructure 
development and data curation, governance of data access, risks of harm from data misuse, 
incentives to support data access, protecting confidentiality for research participants. 
https://cms.wellcome.org/sites/default/files/governance-of-data-access-eagda-jun15.pdf  

RDA International Indigenous Data Sovereignty Interest Group is a Research Data Alliance 
group that aims to promote indigenous data sovereignty (ID-Sov), which is defined as ‘the 
right of a nation to govern the collection, ownership, and application of its own data’. There 
are three operating subgroups: Mana Raraunga - Maori Data Sovereignty Network, the United 
States Indigenous Data Sovereignty Network (USIDSN), and the Maiamnayri Wingara 
Aboriginal and Torres Strait Islander Data Sovereignty Group in Australia. https://www.rd-
alliance.org/groups/international-indigenous-data-sovereignty-ig 

Legal interoperability  
 
CODATA-RDA Interest Group on Legal Interoperability of Research Data has investigated issues 
related specifically to IPR  of data and developed a set of principles and practical 
implementation guidelines. https://codata.org/initiatives/working-groups/legal-
interoperability/  

Data Quality  
IEEE Standards Association is currently working on developing The Ethics Certification 
Programme for Autonomous and Intelligent Systems (ECPAIS) to create ‘specifications for 
certification and marking processes that advance transparency, accountability and reduction 
in algorithmic bias in Autonomous and Intelligent Systems.’ This work, although focused on 
the systems, could serve as a starting point for a similar process for AI data.  
https://standards.ieee.org/industry-connections/ecpais.html  
 

https://ddialliance.org/announcement/public-review-ddi-cross-domain-integration-ddi-cdi
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WDS13/RDA Assessment of Data Fitness for Use WG  worked on an assessment criteria for data 
fitness for use, including  examining the potential for a certification in this respect. 
https://www.rd-alliance.org/groups/assessment-data-fitness-use 
 
Data management tools and resources 
 
DMPonline is an open source, online tool DMPRoadmap codebase, which is jointly developed 
by the Digital Curation Centre (DCC) and the University of California Curation Center (UC3). 
The DCC & UC3 work closely with research funders and universities to produce a tool that 
generates active DMPs and caters for the whole lifecycle of a project, from bid-preparation 
stage through to completion. https://dmponline.dcc.ac.uk/ 
 
Open Science Framework, is an open source, online tool that aims to increase transparency 
and reproducibility in research. Researchers can use the tool to plan for data management 
and record all data, code, software, tests, etc used for their studies. This information is shared 
among researchers who use the tool.  https://help.osf.io/  

FAIR data 
EOSC FAIR Working Group provides the European Open Science Cloud (EOSC) with 
recommendations for the implementation of Open and FAIR practices. 
https://www.eoscsecretariat.eu/working-groups/fair-working-group 
 
FAIRsFAIR project aims to supply practical solutions for the use of the FAIR data principles 
throughout the research data life cycle. It is tasked with providing a platform for EOSC data 
providers and repositories, as well as rules for participation in EOSC projects. 
https://fairsfair.eu/  
 
FAIR4Health project aims to facilitate and encourage the EU health research community to 
FAIRify, share and reuse. One of the objectives is ‘to develop and validate intuitive, user-
centered technological tools to enable the translation from raw (meta)data to FAIR 
(meta)data and support the FAIRification workflow, i.e., the FAIR4Health Platform and 
Agents’. https://www.fair4health.eu/ 
 
FAIRSharing is a resource for researchers. It provides metadata standards, collections of data, 
databases as well as education on data policies. The distinctive characteristic of their data 
resources is that they comply with the FAIR principles. https://fairsharing.org/  
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