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Abstract
The new generation of general-purpose ‘foundation AI models’ such as ChatGPT and
MidJourney are dramatically more powerful and useful than earlier AI systems. But their
use also introduces a range of new risks, which have prompted an ongoing conversation
about possible regulatory mechanisms. This paper contributes to this conversation. We
propose a specific principle that should be incorporated into legislation—namely, that any
organisation developing a new, state-of-the-art foundation model must demonstrate a
reliable detection mechanism for the content that model produces, as a condition of
release. The detection mechanism should be made publicly available in a tool that allows
consumers to query, for an arbitrary item of content, whether the item was generated
(wholly or partly) by the model. We argue this requirement is technically feasible and would
play an important role in reducing certain risks from foundation models in many domains.
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Introduction
Foundation models represent a dramatic advance for the state of the art in Artificial
Intelligence (AI). In current discussions of AI, a foundation model is defined very generally
as an AI model that is trained on large amounts of data, typically using self-supervision, that
can be adapted, or ‘fine-tuned’ to a wide range of downstream tasks (see, e.g., Bommasani
et al., 2022).1 In this paper, we will argue for a specific regulatory mechanism that governs
the release of new state-of-the-art foundation models.

For concreteness, our arguments will sometimes make reference to a central ingredient in
many current foundation models, namely large language models (LLMs), which have the
ability to generate natural language text as output. Many LLMs are foundation models in
their own right: for instance, BERT and GPT-3 are LLMs and also canonical examples of
foundation models. The discussions in this paper will sometimes refer to LLMs and the text
they generate, to give concrete examples of the content that foundation models can
produce and the issues that arise for these models. Our broad argument is about
foundation models generally, not just about LLMs. But we will begin by introducing LLMs
and then show how LLMs can provide the core of foundation models with wider
functionality.

LLMs are trained on large amounts of human-generated text. After training, a LLM develops
certain humanlike linguistic competences: in response to a linguistic ‘prompt’ posing a
question or setting a task, an LLM can autonomously produce a human-like response,
which is often hard to distinguish from the response of a real human. LLMs can generate
text conditioned on large documents (e.g., OpenAI, 2023b), and LLM-powered systems can
make reference to arbitrary material on the World Wide Web and other external sources
(e.g., Thoppilan et al., 2023; Microsoft, 2023). In recent systems, input prompts can
incorporate images and videos (see, e.g., OpenAI, 2023a). LLMs can also generate
computer code, within limits (e.g., Nguyen and Nadi, 2022). They can also produce images
from a linguistic prompt (Ramesh et al., 2021; 2022), drawing in particular on
diffusion-based methods for image generation (see Zhang et al., 2023). They can even
drive goal-directed actions of software agents (Adept, 2022) and robots (Brohan et al.,
2022). When LLMs are supplemented with these additional multimodal abilities, they fall
within the more general class of foundation models, as defined above. Foundation models,
whether purely linguistic or multimodal, are a large leap forward in one of AI’s core aims—to
simulate and reproduce human abilities.

As foundation models disseminate into society, they are starting to impact people’s lives in
significant ways, in domains such as education (Kasneci et al., 2023), political processes
(Luitse and Denkena, 2021), and the human workplace (Eloundou, 2023). The driving force
behind these disruptions is the big tech industry: large multinational companies such as

1The terms ‘generative AI systems’ and ‘general-purpose AI systems’ are also used, with some relevant
overlap. Strictly speaking, LLMs/foundation models are deployed in ‘systems’; the resulting systems do indeed
generate content, and they are often general-purpose. We will use ‘foundation model’, to avoid proliferating
terminology.
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Microsoft (Microsoft, 2023, with OpenAI), Google (Pichai, 2023), Meta/Facebook (Meta,
2023), Amazon (Soltan et al., 2022) and Baidu (Baidu, 2023). From a technical perspective,
these large companies and their collaborators are by far the best placed to develop
foundation models. They can recruit the best AI researchers; they can deploy their models
on the most powerful computing infrastructures; and they can train their models on the
largest datasets, gathered from interactions with their own users (e.g., Amazon, 2022), from
scraping the internet, from privately licensed document collections and from their own
crowdsourcing exercises (e.g. Roller et al., 2020, Thoppilan et al., 2022).

The foundation models being produced by tech companies are improving at a startling
pace. The pace of progress currently far outruns our ability to assess the impacts they are
having on people’s lives and on the functioning of society. A wide-ranging debate is under
way about how these new models should be assessed and overseen. In this paper, we offer
our input into this debate. We propose that when a company develops a foundation model
that advances the state of the art, its release should be conditional on demonstration of a
detection mechanism that can reliably detect the content it produces. In Section 1 we
introduce this idea, and in Section 2 we describe a precedent for it, in the process that led
to the release of the early foundation model GPT-2. In Sections 3 and 4, we situate the
proposed pre-release requirement within wider regulatory and economic contexts for AI
systems. In Section 5, we consider how the requirement for a detection mechanism could
be defined in more detail, and we discuss some other pre-release requirements that could
be considered in due course.

I. Summary of the proposed pre-release requirement
Our proposal begins from the idea that any organisation that develops a new
state-of-the-art foundation model should be required to conduct certain safety processes
prior to releasing it to the public. The idea of pre-release obligations on providers is present
in several regulatory frameworks, as we’ll discuss in Section 3. Our paper focusses on just
one pre-release obligation, which we think is both important and practically achievable. We
don’t mean to suggest there shouldn’t be other pre-release obligations–we are just
focussing on one important condition for release.

We propose that a central condition on release of a new state-of-the-art foundation
model should be demonstration of a detection mechanism that can distinguish
content produced by the foundation model from other content, with a high degree of
reliability. On release of the model, this mechanism must be made publicly and freely
available in a detector tool that allows consumers to query, for an arbitrary item of content,
whether the item was generated (wholly or partly) by the model.2

2 We use the word 'detector' rather than 'classifier' for the tool, because it should be able to identify portions of
an item that are generated by the model, rather than making a single class decision about the whole item. The
word 'detector' also captures the function of the mechanism in the large, as used by a community of users, to
identify material generated by the model.
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We believe this is a minimal condition needed to ensure the model can be used safely and
responsibly. We’ll focus on textual content in the current paper. For this content, the
detection mechanism could involve a classifier, perhaps making use of watermarks included
in the generated text or image (see, e.g., Kirchenbauer et al., 2023; Zhao et al., 2023), or
methods exploiting statistical features of generated content (see, e.g., Mitchell et al., 2023).
Or it could involve the producer company keeping a log of all texts generated by its LLM
and offering a plagiarism detector running on this log, as suggested by Krishna et al.
(2023). This latter method appears to be more resilient to adversarial attacks–in particular
to the ‘paraphrase attacks’ discussed by Sadasivan et al. (2023). The detection mechanism
could also involve broader systems for guaranteeing the provenance of content: for
instance, agreements to track and share the provenance of identifiable source material
through, and onwards from paraphrasing products. Crucially, it would be for the
organisation wishing to release a new foundation model to demonstrate a detection
mechanism that is effective in the current adversarial context, and show its practicality,
either unilaterally, or in collaboration with other groups. In all cases, the detection
mechanism should be freely available to members of the public, subject to measures such
as rate limits to counter adversarial use.

A reliable automated detection mechanism is essential for several reasons. Some of these
reasons are specific to particular domains. For instance, in educational domains, and again
focussing on textual content—while LLMs will certainly create many new teaching
paradigms (e.g., McKnight, 2023), and their proper use still demands good writing skills
(Villasenor, 2023), teachers still need ways of differentiating between text generated by
students and text generated by AI systems (Bommasani et al., 2022, Section 3.3). Tools
that can detect LLM-generated text are currently in high demand and are likely to be of
practical use to educators for the foreseeable future. In social media domains, the users are
likely to be companies as well as individuals. A social media company needs efficient ways
of determining if a post is generated by an AI model, particularly in areas relating to
disinformation, so it can take effective action against large-scale disinformation campaigns.
If companies can’t identify AI-generated content quickly and efficiently, foundation models
are likely to be used to cause widespread disruptions to democratic processes (see, e.g.,
Heikkilä, 2022; Goldstein et al., 2023; Ordonez et al., 2023). In the law enforcement
domain, police need methods for countering sophisticated spoofing and phishing operations
(see, e.g., Europol, 2023). In commercial domains, consumers need ways of knowing if
their information or product advice comes from a person or a machine. (This right is
enforced, for instance, by California’s ‘BOT’ Act (SB2001, 2018).) Companies that develop
LLMs would also arguably benefit from a detection mechanism, for use when training a new
language model, to ensure they don't train on text the model produced itself, or on text
produced by other LLMs. Either scenario which could lead to degenerate performance over
time. The detection mechanism would play a variety of important roles in different domains,
in different ways, for a variety of actors. Emphatically, requiring a detection mechanism
does not presuppose that using AI to aid in the production of content is necessarily wrong.
AI-aided generation will of course be very valuable in many, many situations. The important
thing is that a detection mechanism is available, for judicious use, if needed, in ways
appropriate for the domain at hand.
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Stepping back from specific domains, we also suggest there are general reasons why
mechanisms for detecting AI-generated content are essential. Foundation models are
improving rapidly, and it is increasingly difficult to tell whether content is produced by a
person or a machine. LLMs can produce human-like text rapidly, and at scale: so inevitably,
the world is about to be flooded with a huge amount of human-like, machine-generated text.
In the absence of detection mechanisms, humans will face a completely new attribution
problem: they won’t know whether text they see comes from people or machines. If a
human reader interprets an LLM-generated text as coming from a person, they are being
fundamentally misled. People intuitively understand what communication between people
is: it is a practice which governs our whole lives. The consumption of machine-generated
content is a brand-new phenomenon: we don’t know anything about the effects it will have,
especially at large scales. Human communication is fundamental to the organisation of our
societies: we need to protect this institution, by requiring that machine-generated content be
identifiable as such. Reasoning of this kind has led to proposals that people have a right to
know whether the content they receive comes from a human or a machine (see, e.g., IBM,
2021), and that transparency legislation should provide this information (e.g., Engler, 2020).
We subscribe to this idea too. This is a general reason for our argument that new
foundation models should not be released without evidence for a detection mechanism for
the content they produce. Without a detection mechanism, the enforcement of this newly
posited right would be difficult, if not impossible.

All the reasons above are given extra weight by the fact that we don’t know how much
better foundation models are likely to get in the coming years. The performance of new
technologies is often describable by a logistic ‘S-curve’, beginning with a rapid rise, and
culminating with a plateau (see e.g. Modis, 2007). We don’t yet know where we are on the
curve for foundation models—but it is possible we are at a very early point, and that
considerable improvements are still to come. If this is the case, there are particular reasons
for a pre-release detection mechanism. Many of the risks of foundation models (Weidinger
et al., 2021) can be expected to increase as their performance improves. If foundation
models are able to match, or even exceed, human performance in language-processing
tasks, then it will be particularly important to keep track of how they contribute to products
and services, and more broadly to public debates and decision-making.

It’s useful to situate our proposal in relation to other recent calls for oversight of foundation
models. There have been several recent suggestions about how LLMs should be audited.
Mökander et al. (2023) discuss many types of audit; they usefully distinguish between
ex-ante audits that occur prior to release and ex-post audits that occur afterwards. They
advocate both types of audit, but their emphasis is on ex-post audits, while our proposal
focuses on pre-release processes. There have also been many suggestions about specific
safety mechanisms that could or should be applied to LLMs prior to release. For instance,
several methods have been suggested for preventing LLMs producing offensive content
(e.g., Perez et al., 2022), assessing bias (Tamkin et al., 2021) or improving factual accuracy
(e.g., Nakano et al., 2022); all of these could potentially be required pre-release. Askell et
al. (2019) review the importance of pre-release processes in their general characterisation
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of ‘responsible AI’. Brundage et al.’s (2020) discussion of how manufacturers can make
verifiable ‘claims’ about an AI system also highlights pre-release processes. But none of
these discussions suggest that workable detection mechanisms should be a condition for
release.

A very recent call for oversight comes from the Future of Life Institute (FOL, 2023), in an
open letter calling for a 6-month moratorium on releases of all new AI systems ‘more
powerful than GPT-4’. During the moratorium, companies should develop suites of safety
protocols and a broad ‘governance system’ for AIs should be instituted to control their use.
This ‘governance system’ includes ‘provenance and watermarking systems’ on AI system
outputs, to ‘distinguish real from synthetic’. Our proposed detection mechanism rule is one
possible aspect of this governance system.

II. Precedent for a pre-release process for foundation models

The recent history of LLM development contains one prominent example of the kind of
pre-release process we advocate: it was carried out by OpenAI in 2019.

OpenAI has been a leader in the creation of LLMs over the last four years. A key milestone
for this company (and the field as a whole), was GPT-2, released in 2019 (Radford et al.,
2019). GPT stands for Generative Pretrained Transformer, the breakthrough machine
learning technology behind LLMs (Vaswani et al., 2017), itself based on the introduction of
attention mechanisms (Badhanau et al., 2014) in deep learning. At the time GPT-2 was
created, OpenAI presented itself as a ‘non-profit artificial intelligence research company’,
with the goal of ‘advanc[ing] digital intelligence in the way that is most likely to benefit
humanity as a whole, unconstrained by a need to generate financial return’ (OpenAI, 2015).
OpenAI also had a mission to share cutting-edge AI technologies: its researchers were
strongly encouraged to publish their work, and it undertook to share any patents it obtained.
Given this mission, the company faced a challenge when it produced GPT-2, which was
significantly better at generating human-like text than its predecessors: researchers were
concerned about the impacts the system might have if released. Accordingly, the system’s
release was ‘staged’: a restricted version of GPT-2 was released in February 2019, a larger
version in August, and the full version in November.3 During this period, OpenAI
collaborated with several external partners to conduct risk and benefit analyses for GPT-2,
and to study how the initial releases of the system were used. The studies conducted were
described in a report whose final version was published when the full version of the system
was released (Solaiman et al., 2019). The report essentially described a due diligence
process, undertaken to ensure that the full version of GPT-2 could be released without
undue risk, and that consequences of release had been carefully thought through.

3 The staged versions of GPT-2 differed in their size; earlier versions used fewer parameters than the full
version released in November.
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A focus for assessing risk was the possibility that GPT-2 could be ‘misused’ by malicious
actors, motivated by ‘the pursuit of monetary gain, a particular political agenda, and/or a
desire to create chaos or confusion’ (Solaiman et al. 2019:9). The key scenario considered
was one where such actors produced large volumes of texts, flooding social media and
other Internet fora. Studies focussed on methods for detecting text produced by versions of
GPT-2 tailored to these malicious domains. Some studies involved measuring the ability of
human judges to detect GPT-generated text; others involved training AI classifiers to detect
GPT-generated text in various ways and evaluating their performance. Human judges were
found to be quite bad at identifying GPT-generated text, especially if the texts they saw
were manually ‘cherry picked’ to select the most human-like ones. Custom-built classifiers
performed better, but were still fallible, with accuracy as low as 74% for full versions of
GPT-2 customised on a specific domain. Crucially, detection accuracy increased as the
texts being judged grew longer: for texts of around 200 words in length, accuracy was
around 95%.

OpenAI’s staged release process also included surveys of how the early versions of GPT-2
were used ‘in the wild’. These early surveys were also useful, but it’s hard to use such
surveys to make predictions about future use, as Solaiman et al. concede. The central
focus of OpenAI’s pre-release process, therefore, was on the issue of detection
mechanisms. Solaiman et al. stopped short of saying that demonstrating a reliable detector
was a precondition for release of their model. In fact, they were ambivalent about whether
automatic detection would remain feasible as LLMs improve. They made no explicit
statement about the conditions under which it is acceptable to release a language model.
But their demonstration of a workable detection mechanism was strongly implicit in
supporting their decision to release the full GPT-2.

Since GPT-2, OpenAI have released GPT-3 (Brown et al., 2020), GPT-3.5 (ChatGPT:
OpenAI, 2022) and GPT-4 (OpenAI, 2023a). Strikingly, the staged release process
undertaken for GPT-2 was not retained for these later systems. Pre-release versions of
GPT-3 onwards were given to some collaborating companies and groups, and some
consultation was undertaken about the capabilities and risks of these systems (see, e.g.,
Tamkin et al., 2021; OpenAI, 2023c), but there was no systematic documentation of the
pre-release process akin to that for GPT-2. In this paper, we argue that a formal pre-release
process should be re-instituted.

III. How does a pre-release detection mechanism fit with
current or imminent legislation?

While some companies may voluntarily supply a detection mechanism for their foundation
models on release, we don’t anticipate that all companies will do so. So a detection
mechanism requirement would likely have to be imposed by law. How would this
requirement fit with existing laws for AI? It’s vital that laws for AI are collectively coherent
and that redundancy is avoided, just as for any area of legislation (see, e.g., LDAC, 2021).
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EU legislation around AI is a key area to discuss, as it is further advanced than legislation in
many other jurisdictions. The EU’s AI Act (EU, 2021) is particularly relevant. It places
particular obligations on the developers of ‘high-risk’ AI systems, and these include an ‘ex
ante conformity assessment’ prior to release, to check for various risks defined in Articles
8–15. The Act has recently been amended by the European Parliament to include
provisions about foundation models (EU, 2023a). The amendments don't explicitly class
foundation models as high-risk AI systems, but they do define specific requirements for the
developers of foundation models: in particular, they specify (in an amendment to Recital
60g) that 'Generative foundation models should ensure transparency about the fact the
content is generated by an AI system, not by humans'. This amendment appears to make
reference to the kind of detection mechanisms we are calling for here. But if this is the
intention, the requirement could be more precisely defined. We suggest the requirement
should make explicit mention of a reliable detection mechanism, tested prior to release, and
made available to the public.

The EU’s Directive on Adapting Civil Liability Rules to AI (EU, 2022) also fails to cover the
case we are advocating. This Directive focuses on cases where an AI product causes harm
after release, while our proposal is for processes that occur prior to release.

The OECD and UNESCO AI principles provide broad context for our proposal. They have
quasi-legal status as all member states have agreed to them; they arguably give general
grounds for our proposed detection mechanism. The OECD's principles (OECD 2022)
under Clause 1.3 (Transparency and Explainability) require AI actors 'to provide meaningful
information (...) to make stakeholders aware of their interactions with AI systems'. The
UNESCO AI principles (UNESCO, 2022) under 'Communication and Information' state
(Clause 113) that AI actors should 'respect and promote (...) access to information with
regard to automated content generation', and notes that 'appropriate frameworks, including
regulation, should enable transparency of online communication'. Either of these principles
could be argued to support a detection mechanism requirement for foundation models. But
further detail would be needed to clarify obligations on companies.

In Canada, AI legislation has been presented to parliament (the Artificial Intelligence Data
Act, AIDA 2022), which states high-level principles that future adaptive regulation should
attempt to achieve. Although the law was drafted over a year ago and thus has no explicit
elements regarding LLMs, the associated regulation can be adapted, which is an important
feature given the rate of advances in AI and the likelihood that new nefarious uses will
come up. It would thus be good if that upcoming Canadian regulation includes elements
such as those discussed here.

It’s useful to mention other legislation that applies to ‘direct’ providers of LLM content, such
as providers of chatbots. For instance, California’s bot disclosure law, SB1001 (2018),
prohibits the use of AI ‘bots’ with the intent to mislead users into thinking they are human, in
order to incentivise a purchase or to influence a political vote. Article 52(1) of the EU’s AI
Act (EU, 2021) goes further: providers of AI bots must make their human users aware of the
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bot’s AI status in all domains of interaction (‘unless this is obvious from the circumstances’),
not just in commercial and political contexts. These are useful provisions. They overlap with
broader attempts to identify and/or ban ‘inauthentic accounts’ on social media platforms;
and conversely, to positively authenticate bona fide human users (for instance, Twitter’s
‘verified users’ scheme; Twitter, 2023). Schemes for positively authenticating human users
may usefully complement detection methods for LLMs. But detection methods are still
needed for AI systems that engage in ‘direct’ interactions with users, even if these are
clearly labelled as coming from AIs. The key point is that textual or multimedia content
produced by AI systems in direct interaction with users can readily be copied and
disseminated further, without the labels signalling its origin. A human user could readily
generate and disseminate AI-generated content, without identifying it as such. There may
be cases where this unattributed use of AI content is harmless or legitimate--but sometimes
it can be harmful and deceptive. A detection mechanism is necessary for these latter
‘indirect’ uses of the AI-generated content.

There are already some proposed laws that address ‘indirect’ uses of AI of the kind just
mentioned. For instance, Article 52(3) of the EU’s AI Act (EU, 2021) requires ‘users’ of an
AI system that generates audiovisual content to disclose that this content was artificially
generated, if the content ‘would falsely appear to a person to be authentic’. (The provision
implicitly covers the case where users share the generated content with other people.) The
recent amendments by the EU Parliament extend this requirement to include systems that
generate textual content, and detail what form disclosures should take (see again Bertuzzi,
2023). These provisions expressly cover the ‘indirect’ uses of AI-generated content that we
are concerned about. We think these are useful provisions. But again, we don’t think
imposing obligations on users who disseminate AI-generated content obviates the need for
companies to provide a detection mechanism, so that human consumers have agency of
their own. Human consumers of content can’t rely on human disseminators of AI-generated
content to comply with the law: they need a tool they can use themselves, for their own
purposes, in a variety of contexts. We see a detection mechanism as being of great use to
individual consumers of online content, to apply at their own discretion. Of course, a
detection mechanism is also helpful in enforcing laws about AI-generated content—and in
enforcing more informal policies (for instance in educational settings). Laws and informal
policies about AI-generated content are likely to be very context-specific: our proposed
detection mechanism is of use in all such cases.

Existing legislation and ethical guidelines in China are also relevant to note. A 2022 position
paper from the Chinese government on ‘Strengthening Ethical Governance of AI’ (PRC,
2022a) notes that ‘Governments should strengthen pre-use study and evaluations of AI
products and services’, which is consistent with the pre-release process we are advocating.
A law enacted last year (PRC, 2022b) imposes many requirements on ‘deep synthesis
Internet information services’, which appear to subsume our definition of foundation models.
Notably, providers of such services must ‘employ technical measures to attach symbols to
information content produced or edited by their services': this presumably amounts to a kind
of watermarking scheme. This requirement is reiterated in draft legislation released very
recently (PRC, 2023), which goes further, requiring the content produced by generative AI
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systems to meet certain concrete standards: for instance, it should be ‘true and accurate’
(Article 4), and not contain ‘discriminatory content’ (Article 12). There is an overriding
requirement that the content should ‘reflect the core values   of socialism, and must not
contain subversion of state power’, which obviously imposes a level of state control far
beyond what is acceptable in the West. But some of the articles in this draft law resonate
with our proposed detection mechanism rule. For instance, Article 6 requires a ‘security
assessment’ of an AI system before it is released to the public.

IV. Is a pre-release detection requirement feasible in the
current competitive environment?

At present, tech companies are competing fiercely amongst themselves to produce
foundation models. Foundation models are a new commercial frontier, with applications in
many markets, from entertainment to customer service to web search. Competition also
exists between countries, with many countries vying to dominate these markets. These
competitive pressures create a difficult backdrop for safety processes, as well documented
by Askell et al. (2019). How would our proposed pre-release detection mechanism
requirement play out in this competitive environment?

Our proposed mechanism may be easier to incorporate into legislation that already has an
international focus–for instance, legislation within the EU. But given existing competition
between countries, the mechanism would be best introduced by a broader international
agreement, along the lines of the OECD and UNESCO principles or EU legislation
mentioned in Section 3. A fully international agreement would of course be challenging to
obtain–but there are at least some points of commonality between proposals in the EU, the
US and China, as again discussed in Section 3. In other areas of science, there have
certainly been workable international agreements. For instance, the International Atomic
Energy Agency (IAEA) provides some measure of international governance for nuclear
safety. Several commentators have called for an IAEA-like organisation to oversee AI
internationally, most recently the CEO of OpenAI (Hern, 2023). (Other commentators have
called for a 'CERN-like' organisation (Marcus, 2017; LAION, 2023), including very recently
the CEO of Google (Milmo, 2023), but IAEA is more relevant as a regulatory model.)
Elsewhere the agreement banning human cloning (Macintosh, 2022) is well supported
internationally. Obviously there are many differences between these technologies and
foundation models. But there are also important similarities: in each case, the technology
would open up huge and lucrative new markets, but in each case, there are concerns with
the technology that go deeply to the issue of the value of human lives and human activity.
There are also analogies with international agreements about climate change, that are
grounded in science but regulate aspects of countries’ economic activity. Finally, there are
possible analogies with international treaties in arms control/nonproliferation, such as the
bans on chemical weapons, cluster munitions, land mines, and the treaties restricting
deployment of nuclear weapons. These are clearly further removed: foundation models
don’t pose direct risks to life and limb. But the international ‘arms race’ in AI certainly has a
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strategic component as well as a commercial one, so arms control treaties are worth
mentioning in this context.

Returning to commercial competition: it is important to note that requiring new foundation
models to be accompanied by reliable detectors would institute a new form of competition
between companies and other stakeholders, in developing innovative methods for detecting
the use of foundation models. Requiring companies to compete in developing technologies
that directly further the public good, such as detectors for LLMs, is a way for commercial
competition to directly serve the general public.

V. What might the details of the pre-release detection rule
look like?

There are many questions about how our proposed rule would be implemented. We will
conclude by mentioning a few of these.

Some questions relate to the administration of the mechanism. Which organisations should
have to demonstrate a detection mechanism? Companies of all sizes, or just the largest
ones? (The EU’s Digital Services Act requires additional processes for the largest
companies.) What about university research labs, or government labs? What kinds of AI
models should have their release conditioned on a detection mechanism? How exactly
should ‘foundation models’ be defined? And how should a ‘state-of-the-art’ model be
defined?

Some questions relate to the detection mechanism itself. What level of accuracy would be
required for this mechanism? How should the mechanism cater for AI-generated content
that is post-processed by a person? (It must be able to provide useful feedback about
content that is partly machine-generated and partly human-generated. A large amount of
content is likely to be of this hybrid type as foundation models become more widely
adopted.) How should the detection mechanism be defined, so it effectively covers different
modalities of content, such as text, images, video and audio? (Are separate definitions
needed for different modalities?) What conditions should govern use of the detection
mechanism? If it’s developed in-house, should access be free? How could adversarial use
of the mechanism be prevented? Finally, end-users are likely to work with a detector that
aggregates results from many model-specific detectors, so multiple possible origins can be
considered simultaneously. What should this aggregation mechanism look like, and who
would administer it?

Some questions relate to other checks that could be included in the pre-release process.
Maybe there could be requirements for functionality that reports the system’s confidence in
its own output (Wang et al., 2022), or which document sources were used to produce the
output (see, e.g., Thoppilan et al., 2022, for one evaluation scheme). Or requirements to
document harmful biases found in the system (for instance, biases in relation to gender,
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sexuality or ethnicity), or to provide transparency about the training data used (see, e.g.,
Bender et al., 2021, for proposals in both areas). Some of these additional checks might
require experimental deployments of the system pre-release, to test functionality and
behaviour with users in controlled environments, possibly through the ‘regulatory
sandboxes’ discussed in the EU’s AI ACT and elsewhere (see, e.g., Ranchordas, 2021).

Some final questions concern how a requirement for detection mechanisms could be
enforced. Enforcement would likely operate at a country level, through national laws
reflecting an international agreement. (Even the EU's AI Act will be enforced this way.)
Enforcement will be easiest if the ability to produce state-of-the-art foundation models is
restricted to the largest commercial or public actors, because these are readily identifiable.
But it is also possible that smaller open-source developers can create their own high-quality
models (Patel and Ahmad, 2023). If a larger variety of groups have the ability to develop
powerful foundation models, then enforcement of a detection mechanism requirement will
of course be more challenging. But models that gain a large user base will necessarily
become visible to enforcement agencies. And to pursue ‘private’ developers of
non-compliant models, there are established methods for identifying sources of illegal
online content (see, e.g., Rid and Buchanan, 2015).

We look forward to a discussion of these, and other, questions about our proposed
detection mechanism requirement.
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